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Abstrat

The primary goal of this thesis is to investigate the possibility of emulating an

image sensor to provide alternative inputs to a network-onneted surveillane

amera. This is shown to be possible, by implementing suh a system using an

FPGA development platform. Using an unmodi�ed amera main unit, alternative

image data is aepted and forwarded through the network amera system, with

the �nal result of it being viewable in the browser live-view.

A spei� sensor example, a laser radar (LIDAR), is suessfully implemented

to demonstrate the onept, apable of providing a radar image of its surroundings.

i



ii



Aknowledgements

We would like thank our university advisor Mats Cedervall, for all his uplifting

enouragement and �nding this thesis work for us. We would also like to thank

Carl-Axel Alm for his unwavering enthusiasm throughout the ourse of the projet,

as well as all the enouragement and advie given. Furthermore, we would like to

thank Axel Landgren for always being friendly and outwardly, and helping us with

pretty muh anything. We would also like to thank Igor Gurovski and Thomas

Ekdahl, for explaining to us how eletriity works.

Finally we would like to thank Glenn Svärd for helping us with the PCB design,

Stefan Lundberg for tehnial advie and enouragement, and Per Kannermark

and Andreas Nilsson for explaining vital parts of the amera imaging system.

iii



iv



Table of Contents

1 Introdution 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Original problem desription . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Possible sensor alternatives 5

3 Tehnologies 7

3.1 AXIS P1214 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

3.2 Field-programmable gate array . . . . . . . . . . . . . . . . . . . . . 7

3.3 VGA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

3.4 Image sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

3.5 Serializer-deserializer . . . . . . . . . . . . . . . . . . . . . . . . . . 9

3.6 Low-level serial ommuniation . . . . . . . . . . . . . . . . . . . . 9

3.7 Stepper motor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.8 Laser range�nder . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

4 System overview 13

4.1 General method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

4.2 Struture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

5 Serial-deserializer and image sensor 19

5.1 Texas instruments DS92LX162x . . . . . . . . . . . . . . . . . . . . 19

5.2 I2C ommuniation . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

5.3 Camera sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

5.4 Image sensor emulation . . . . . . . . . . . . . . . . . . . . . . . . . 21

6 Image sensor example 25

6.1 Pan-tilt mehanism . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

6.2 SICK DT50Hi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

6.3 EMI redution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

6.4 Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

6.5 Other uses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

v



7 Disussion 37

7.1 Alternative image output solutions . . . . . . . . . . . . . . . . . . . 37

7.2 Aeleration urve onsiderations . . . . . . . . . . . . . . . . . . . 37

8 Results 39

8.1 Sensor emulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

8.2 Sensor example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

Referenes 41

vi



Chapter1

Introdution

Figure 1.1: AXIS P1214

The goal of this thesis is to onsider the possibility and onstrution of an

alternative image input system for an Axis network amera. A network amera

ontains an image sensor along with iruitry and software to transport aptured

image data over a network onnetion. The image data is enoded in a video

stream, whih an be viewed in a web browser.

An existing Axis amera solution (the P1214, pitured in Figure 1.1), has

been used, whih has its image sensor separated from the rest of the amera. A

system has been designed whih emulates the sensor subsystem using an FPGA.

A omplete example sensor has been designed and a few additional examples of

possible sensor use ases will be desribed. An alternative sensor based on a laser

distane sensor (LIDAR) has been designed, whih is used to generate images

similar to that of a typial radar devie.
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2 Introdution

1.1 Motivation

A video management system (further referred to as VMS) is used to display video

feeds from multiple ameras simultaneously. It allows an operator (or operators)

to get an overview of the video feeds in an installation in an e�ient manner.

Figure 1.2: VMS

The primary motivation behind the virtual image sensor onept is the ease of

integrating additional information soures into existing VMS systems. An example

of a VMS lient with a virtual amera sensor stream (door open/losed) is pitured

in Figure 1.2. Another example ould be a fatory of some kind, with an already

existing video surveilane system, where operators need additional information to

omplement to the video. Monitoring temperature in a old storage room ould

be one suh use ase. Currently, a separate system would be needed to manage

this extra ategory of data. With the suggested solution, the information from the

thermometer ould be displayed as just another video stream integrated into the

already existing VMS.

1.2 Original problem desription

Axis urrently manufatures a amera system (alled the P12-series) whih o�ers

onnetivity to exhange the amera (image sensor) for something else. The sensor

an be plaed up to 8 meters (via wire) from the main unit, whih in turn is

onneted to the network. This thesis will fous on the pratial appliation of

onstruting a system whih an be used as an alternative sensor for the existing

P12-system. Our system will produe image information in a format idential to

the existing image sensor, whih will enable it to work on an unmodi�ed P12-setup.



Introdution 3

1.3 Thesis outline

Chapter 2 lists a number of sensor ideas. Some of the tehnologies used to om-

plete the projet are desribed in Chapter 3. Chapter 4 gives an overview of the

system. In Chapter 5 the implementation of the image sensor emulation is pre-

sented in detail. Chapter 6 ontains the desription of the implemented alternate

sensor system. Chapter 7 and 8 ontains the ompiled results, onlusions, some

disussion, and possible future uses of the system that has been designed.
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Chapter2

Possible sensor alternatives

This Chapter shows a few examples of possible alternative sensors whih ould be

reated together with the sensor emulation system, to give an idea of its possible

uses.

Alternative sensor types ould range from being an indiator of an open or

losed door (as seen in Figure 1.2) to providing 3-dimensional image data, or the

LIDAR system whih is implemented in this thesis.
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Figure 2.1: Temperature sensor

An example of a thermometer video stream is pitured in Figure 2.1. Any kind

of input data representable in an XY-type graph ould be generated by the same

system on�guration. Limits whih should generate some type of ation when

breahed, suh as an alarm, ould be added.

Environmental overviews

Figure 2.2 shows an overview of trains present on di�erent traks at a railway

station, whih ould be ahieved by onneting several simple motion detetors to

the sensor emulation system. Similar systems for argo ports or airports ould be

designed.

5



6 Possible sensor alternatives

Figure 2.2: Railway station overview

Video retransmission

Another possible use ase that ould be onsidered is external video soures, that

ould be interepted, reformatted and sent over the network in a seamless manner.

Numeri data

67 PASSINGS

Figure 2.3: Displaying number of objets passed

Displaying one or several simple numeri values representing ars passed by a

hekpoint, people through a gate, or similar ould be useful in some ases. An

example is pitured in Figure 2.3.

Other graphs

Figure 2.4: Heatmap sensor

Complex heat maps (see Figure 2.4), ould be based on diretional sound mea-

surements, vibrations, or other data.



Chapter3

Tehnologies

This Chapter serves as an introdution to the various di�erent existing tehnologies

that have been used in this projet. These are general overviews, and more spei�

details of how they are used will be presented in Chapter 5 and 6.

3.1 AXIS P1214

The AXIS P12 series are network ameras designed for overt surveillane. They

are designed suh that the image sensor unit is separated from the rest of the

amera. It is onneted via a wired high speed serial link whih an span up to 8

meters.

3.2 Field-programmable gate array

A �eld-programmable gate array (FPGA) is an integrated iruit with hardware

that an be programmed to perform di�erent operations. Basi logi funtions

(AND, OR, et) are ombined in large numbers in order to arry out omplex

omputations. FPGAs also ontain register elements to store values, and often

bloks for spei� omputations or fast memory (alled on-hip RAM). All of this

is onneted through a programmable interonnet system, whih also provides

aess to omponents loated outside the hip.

FPGAs are usually programmed in a hardware desription language, of whih

the two most ommon are VHDL and Verilog. A small snippet of VHDL ode an

be seen in Figure 3.1 (a lath implementation), taking two inputs, D and Enable,

and produing one output Q.

proess(D, Enable)

begin

if Enable = '1' then

Q <= D;

end if;

end proess;

Figure 3.1: VHDL lath

7



8 Tehnologies

3.3 VGA

VGA (Video Graphis Array) is a display standard introdued with the IBM Per-

sonal System/2 in 1987. [1℄

The basi timing of VGA is provided by a pixel lok, at eah rising edge a

new pixel is sent to the display, in row order. When the end of a row is reahed

a horizontal syn signal is sent to the display for a spei� duration to indiate

that a new row is to be drawn. The original display type used with VGA, CRT

displays, needed this time to move their eletron beam bak to its starting position

at the next row. In a similar manner a vertial syn signal is sent one the bottom

row is done to allow the beam to move bak to the top.

In addition to this, there is an empty area around the entire image whih only

ontains blak pixels. This is usually divided into setions alled the horizontal

and vertial bak and front porh. This an be used to enter the image on the

sreen. [2℄

3.4 Image sensor

An image sensor is a devie whih onverts an optial image into an eletrial signal

of some sort. The base unit of an image sensor is a pixel sensor, whih reats to

inoming photons by the photoeletri e�et, and produes a voltage proportional

to the inoming light intesity. This voltage is then onverted to a digital signal.

The omplete image sensor onsists of a large matrix of single pixel sensors.

3.4.1 Bayer pattern

The individual pixel sensors are generally not apable of distinguishing between

di�erent olors within the span of wavelength whih they reat to, only the total

light intensity. They are thus inapable of produing olor images on their own.

A typial way to solve this problem is to plae a olor �lter array over the sensor.

This �lter lets through only a subset of the visible spetrum to eah pixel sensor,

typially eah sensor is only reahed by either red, green, or blue light. There

are a variety of di�erent �lter layouts but the most ommon is the Bayer �lter

whih an be seen in Figure 3.2. The resulting pixel data only ontains partial

olor information in eah pixel, and to rereate an approximation of the full olor

image (for display on a traditional omputer monitor, for example) a proess alled

demosaiing is performed, whih is desribed brie�y in the next setion.

Demosaiing

A small setion of an image in Bayer format an be seen in Figure 3.2. In this

example a blue pixel would have its red and green olor omponents approximated

by averaging the values in the surrounding pixels of the orresponding olors. The

same proess is performed for eah pixel in the entire image. [3℄
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Figure 3.2: 4x4 Bayer matrix

3.5 Serializer-deserializer

The original amera sensor is onneted to the amera main unit through a serial

link with a serializer on one end, and a deserializer in the other. A serializer takes

several parallel inputs and ombines them into a single faster stream of data.

A deserializer performs the reverse proess to split the stream into its original

multiple onnetions. A serializer and deserializer pair is often referred to as a

SerDes. [4℄

3.6 Low-level serial ommuniation

3.6.1 I2C

I2C is a bus protool designed by Philips in the early 1980s. It uses two signals,

SDA and SCL (data and lok). The basi on�guration is a system onsisting of a

single master devie and a number of slave devies. Eah slave devie is addressed

using a unique identi�ation number (usually 7 bits). The master generates the

lok and initiates a data transmission by addressing the targeted slave devie with

its assoiated identi�ation number, along with a single bit set for read or write

operation (usually 8 bits total). The slave will ACK the transmission if reeived

properly and at aordingly. A slave an never initiate a transmission.

The signals are in an open olletor on�guration, and an in a pull-up on-

�guration be released by a bus peripheral to represent a logial one, or pulled low

to represent a logial zero. [5℄

3.6.2 Asynhronous RS232

Asynhronous RS232 is a ommuniations protool used in many digital systems.

A bitrate is set initially by both reeiver and sender (a typial transmission rate is

38400 bps). Separate lines are used for transmission and reeption. A transmission

typially onsists of a start bit followed by 8 data bits, an optional parity bit, and

a stop bit. [6℄
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3.7 Stepper motor

Stepper motors are a type of eletrial motors whih are rotated in disrete steps.

The rotor is a permanent magnet, and it is typially surrounded by both ends of

two eletromagnets driven by two oils (see Figure 3.3).

________________

| ____________ |

|_|+ | |

_____ _____ ____ |�|

| ____|- |__O__| +|__ | |�| B

| | _ | | |�|

| | -| |______ | | _| |

| | |________ | | ___|

| |_________A________| |

|________�����_________|

Figure 3.3: Stepper motor oils and rotor

By sending a urrent through the oils a magneti �eld is reated whih a�ets

the entral magnet. By varying the diretion and strength of the urrent in the

oils, the diretion of the resulting magneti fore an be ontrolled, whih in turn

rotates the entral magnet in that diretion.

The oils an be energized in sequene in several di�erent ways, resulting in

di�erent types of steps. Using the designations A, !A, B and !B, where A and B

are the di�erent oils, and !A implies a urrent in the reverse diretion, we an

desribe the di�erent sequenes.

coil A

coil B

+A

-A

0A

+A

-A

0A

Figure 3.4: Stepper motor wave drive

The most basi form is the sequene A -> !B -> !A -> B -> A, whih is alled

wave drive, is illustrated in Figure 3.4. By allowing both oils to be ative at one,

and with varying urrents, more omplex sequenes an be used. Smaller steps

an be ahieved by doing more �ne-grained hanges to the urrents.

In the ase of this thesis, this proess is ontrolled by an existing motor on-

troller hip (alled Big Easy Driver), whih is sent ontrol signals to perform steps.

The resulting rotational speed is proportional to the frequeny of this signal.
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3.8 Laser range�nder

A laser range�nder measures distane by emitting a laserbeam towards a target and

analyzing the re�eted light. The most ommon tehnique of deiding the distane

is to measure the time it takes from sending a laser pulse until it is reieved. Sine

the speed of light is known this information an be used to alulate the distane

traveled by the laser beam, and thus also the distane to the objet. The auray

of the distane measurement depends on the auray of the time measurement.

The term laser radar, or LIDAR, refers to using a laser range�nder to gather

distane measurements of the surrounding world by aiming it in di�erent dire-

tions.
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Chapter4

System overview

As the main part of this thesis, a system has been designed, apable of emulating

an image sensor (referred to as sensor emulation layer), and providing a stream of

images whih an be generated based on any input data. The system has also been

extended to at as a spei� sensor (alled sensor example) providing distane data

originating from a rotating laser distane sensor.

4.1 General method

An o�-the-shelf FPGA development platform has been used, the Terasi DE2-115,

whih uses an Altera

1

Cylone IV FPGA. Besides the FPGA itself, the board

features a number of external omponents. This projet uses the external 128MB

SDRAM, and RS232 level onversion modules. [7℄

Di�erent vendors provide various pre-onstruted HDL modules, suh as CPUs,

memory ontrollers, buses or other peripherals [8℄, whih an be used together with

user reated designs. During this projet, Altera's Qsys appliation has been used

to on�gure the system with the above mentioned omponents.

The base system was on�gured with a Nios II/f soft-CPU (whih is a 6-stage

pipeline design with built-in instrution and data ahe, [9℄), 337.5 kB (out of

a total 486 kB) of on-hip RAM used for the framebu�er, JTAG debug module,

an SDRAM ontroller and RS232 module. The lok speed was set at 150 MHz.

The JTAG uart is used to program the FPGA with a software exeutable and the

RS232 UART is used to output debug messages to the onneted omputer. The

base system was then extended with the ustom built HDL modules pertaining

to the sensor emulation and sensor example layer. When the system had been

ompiled and uploaded to the FPGA, software was written in C. The ustom built

modules were aessed from the software appliation using memory-mapped I/O.

4.2 Struture

Figures 4.1 and 4.2 ontain blok diagrams of the design. A photo of the atual

system with the omponents marked an be seen in Figure 4.3.

1

FPGA manufaturer

13
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Big Easy Driver Pan/tilt motor

DT50HiA/D

CLK, data

Conv

PCLK, HREF, VS,

Pixel data

Step, direction

Serializer P1214
I2C

Computer

Direction,

Step (P/T)

Hall effect 

sensor (pan/tilt)

Sync (P/T)

Figure 4.2: Components

Figure 4.3: Atual system, P1214 is red, serializer is pink, DE2-115

is yan and the pan-tilt platform is yellow
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4.2.1 Sensor emulation

The lower layer is the basi sensor emulation, ontaining everything required to

at as a replaement image sensor for the main unit. It provides the apability to

orretly respond to I2C ommuniation during the setup of the serial link, and to

then stream arbitrary image data. It onsists of a speialized hardware peripheral

developed as a part of this thesis to generate orret video information, and a

pre-existing I2C module (along with the base system). In Figures 4.1 and 4.2, the

spei� parts of the sensor emulation layer are the video, serializer, and P1214

blok.

Details of the sensor emulation layer is desribed in Chapter 5.

4.2.2 Sensor example

The other part of the system onsists of omponents required to implement our

spei� sensor example, the LIDAR sensor. These inlude FPGA omponents

ating as motor ontrollers ommuniating with a motor driver hip and A/D

onversion management ommuniating with an A/D onverter hip. Additional

external omponents used are the laser distane sensor itself, and a mehanial

platform apable of pan- and tilt manouvers.

Figure 4.4: AXIS Q6032

Figure 4.5: SICK DT50Hi

The laser distane sensor used is a SICK DT50Hi (Figure 4.5), whih provides

an analog output signal in the form of a urrent ranging from 4mA to 20mA

representing distane in the interval of 20 m to 20 m, updated at 500 Hz with an

auray of ± 7mm.

The mehanial platform used for panning and tilting is taken from an AXIS

Q60 amera (see Figure 4.4), and provides mounted stepper motors, two magnet

sensors mounted to determine a known motor start position, and a slip ring in-

terfae to onnet signals to the rotating top struture. The distane sensor has

been mounted on this platform to enable it to aquire distane measurements in 360
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degrees (pan) and -20 to 90 degrees (tilt, relation to the horizontal plane). The

spei� omponents in Figures 4.1 and 4.2 for the example sensor is the A/D, A/D

reeive module, motor ontrollers and Hall E�et sensors. The example sensor is

desribed more thoroughly in Chapter 6.
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Chapter5

Serial-deserializer and image sensor

This hapter details the proess of emulating an image sensor and transferring the

image data from the FPGA, via serial link, into the P1214 main unit.

Figure 5.1 shows the initialization proedure the amera goes through in order

to set up the SerDes link and image sensor.

5.1 Texas instruments DS92LX162x

The SerDes whih the amera uses is a Texas Instruments DS92LX162x, whih is

well suited for high-apaity video transfer. It is apable of transferring up to 900

Mbit/s, and supports a pixel lok between 10 and 50 MHz. It uses LVDS

1

for

signalling. [10℄

Before the sensor identi�ation proedure takes plae, the SerDes itself is ini-

tialized. This involves setting a ouple of register parameters to orretly initialize

I2C ommuniation between the serial- and deserializer, and deteting a valid pixel

lok signal. When a valid pixel lok has been deteted, and the sensor has been

identi�ed, the P1214 will start to reeive the transmitted image data. This setup

proedure is pitured in Figure 5.1.

5.2 I2C ommuniation

After initializing the SerDes itself, the P1214 requests an identi�ation token from

the sensor via I2C. If the sensor fails to orretly identify itself, the link will

be reset, and the identi�ation proedure will start over. If the sensor returns

the orret token, the amera will start to aept the inoming video signals. In

the initial setup, the amera �rmware was modi�ed to disable this hek, whih

enabled testing of the generated video signals without having a funtional I2C

slave peripheral.

I2C was implemented after verifying that the syn signals were orretly re-

eived by the amera. Instead of designing an I2C-slave from srath, Frank Buss's

I2C-slave peripheral

2

whih is written in VHDL and has been released into the

1

Low-voltage di�erential signalling, an EMI-resistant signalling sheme.

2

Available at http://www.veloityreviews.om/forums/t374657-p2-i2-slave.

html.

19



20 Serial-deserializer and image sensor
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Figure 5.1: SerDes initialization �owhart
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publi domain was integrated into the system. Currently, the peripheral has been

modi�ed to automatially respond with the orret identi�ation token required.

Furthermore, the ommands sent from the amera (exposure, gain, et.) are re-

eived and an be replied to (the messages themselves are aessed from the soft-

ware through an interrupt). Besides responding with the orret identi�ation,

this ommuniations hannel is urrently not used for anything.

5.3 Camera sensor

The P1214 features a 1 megapixel CMOS image sensor. The external interfae of

the sensor is very similar to the VGA interfae used on ordinary omputer monitors

(see setion 3.3). Register-level ommuniation with the P1214 is performed over

I2C (see Setion 5.2). Settings suh as gain and white balane an be ontrolled.

The sensor supports WXGA resolution (1280x800 pixels) at 30 fps. Sine the

sides of the sensor are padded with a blak material (to evaluate the blak level of

the sensor), this results in a �nal pixel output rate of about 42 MHz.

PCLK

HREF

VS

P

x0 x1 x2 x3 xn−1 x0

Figure 5.2: Sensor timing diagram

A typial data transmission from the sensor is pitured in Figure 5.2. When

HREF is set, pixel data is regarded as valid and stored by the P1214. When a

row has been transmitted, HREF is unset. The amera ounts the number of rows

reeived, sine absolute loation information is not supplied by the sensor. When

a whole frame has been transmitted, the sensor sets VS for a number of loks,

and the proess starts over.

5.4 Image sensor emulation

A ustom hardware omponent was onstruted in VHDL in order to emulate the

sensor. The sensor interfae is as mentioned in Setion 5.3 similar to a normal

VGA interfae, so the initial implementation was a normal VGA ontroller, whih

was later modi�ed to math the sensor syn signals. The emulation hardware

onsists of two modules. One module that generates the synronization signals

and one that stores the image data in a framebu�er.
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5.4.1 Syn module

The syn module is driven by the pixel lok at 42 MHz, and in addition to

generating HREF and VS, it also maintains the position of where we urrently are

in the image. These oordinates are then sent to the framebu�er whih extrats

the appropriate pixel and outputs it from the devie.

5.4.2 Framebu�er

The image data is stored internally as 640x360 pixels, eah pixel with R4G4B4

olor (four bits per olor omponent). The data is kept in fast on-hip RAM.

Data is written to the framebu�er from the CPU via the Avalon bus system, and

read from the pixel output proess. Sine pixels are output by the pixel lok at

about 42 MHz, and the rest of the system runs at 150 MHz, the RAM module is

dual ported and runs at two di�erent lokspeeds. Due to the fat that data only

�ows in one diretion, this does not ause notieable problems. If the same pixel

is written and read simultaneously, the output is unde�ned, and will result in a

misolored pixel in a single frame. It takes roughly 11 ms to set all pixels in the

framebu�er from the software appliation.

5.4.3 Bayer in�ation

The ordinary sensor is onstruted with a Bayer-�lter, so the main unit interprets

the pixels reeived in aordane with this on�guration. This means that to get

the orret olor the pixels need to be separated by olor in the same way as a

Bayer �lter would.

As mentioned, image data is internally stored as 640x360 pixels, eah with

full R4G4B4 olor. These full olor pixels are separated into pixels ontaining one

olor omponent eah. Eah single full olor pixel maps to 4 single olor pixels, as

seen in Figure 5.3.

Figure 5.3: Single pixel to Bayer in�ation

On the reeiving end the missing olors for a given single olor pixel are in-

terpolated based on the surrounding pixels to rereate an approximation of the

original image with full olor pixels. This proess is alled demosaiing, and an

be done in a variety of di�erent ways. A general desription of demosaiing an

be found in Subsetion 3.4.1, but the exat proess done on the partiular hip we

are using is unknown to us, due to it being a trade seret of Axis.
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5.4.4 Subpixel addressing

Figure 5.4: Camera demosaiing

Experimentation with addressing individual subpixels in the 1280x720 image was

performed, with the expetation of smoother ontours and �ner detail. One test

that was performed was an attempt to reate a smoother diagonal transition be-

tweeen a white area and a blak area in the image, with the end result of produing

sharper lines. The result an be seen in 5.4, with the bayer output (left), the ex-

peted result (middle), and the atual result (right). As an be seen, the result

does not orrespond with the expetation.

5.4.5 Bits

The original sensor uses ten bits for eah single olor pixel, but to onserve on-

hip RAM utilization our solution uses four. The images to be displayed are

mainly simple �gures and text, whih in themselves do not warrant maximum

olor resolution. The four bits are plaed as the four top bits out of the ten whih

are transmitted to the main unit, the others are tied low.

Alternative bit mappings were onsidered, suh as having eah invididual bit

map to two in the output, as seen in Figure 5.5, but was deided against. Using

the top bits has the property of being linear in the interval, whih the above

mentioned alternative does not. To further onserve memory, a palette solution

ould be used.

4-bit data b3b2b1b0 b3b2b1b0
10-bit data b3b2b1b0{000000} b3b3b2b2b1b1b0b0{00}

Figure 5.5: 4 to 10-bit onversion
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5.4.6 Camera image enhanement

Figure 5.6: With orretion to the left, without on the right.

Currently, the implementation does not orret for many of the raw sensor

image enhanement routines the amera performs on the reeived image (see Figure

5.6). This inorporates, amongst other things, white balane orretion.
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Image sensor example

An example image sensor using LIDAR to reate a radar image of its surroundings

has been reated, by ontrolling a mehanial pan-tilt platform upon whih a laser

distane sensor has been mounted. This Chapter desribes the hardware and

software needed to ontrol the motors, interpret the inoming data, and present it

as an image.

6.1 Pan-tilt mehanism

The proess of ontrolling the pan-tilt platform in an e�ient manner, while keep-

ing trak of its urrent position, is desribed in this setion.

6.1.1 Stepper motor driver

The pan-tilt mehanism has two mounted stepper motors (Lin Engineering 3509v).

A stepper motor requires a stepper motor driver, whih provides varying urrents

to the oils as desribed in Setion 3.7. An o�-the-shelf driver hip, alled Big

Easy Driver (further referred to as BED) has been used, whih provides a simple

way to ontrol the motor urrents from the FPGA. Two BEDs are utilized, one

for eah motor. The BED takes 5 ontrol inputs, step, diretion and three inputs

to selet the step size. It is possible to hoose from full steps, half steps, all the

way down to sixteenth steps.

Initially, di�erent ombinations of frequeny and step size were tested, for

simpliity's sake the goal was to �nd a preferred step size. It was found that

regardless of step size, the maximum rotational speed ahievable stayed the same.

The deision was made to go with the smallest steps, sixteenth steps, due to the

fat that the motors made a muh less notieable noise when driven with this step

size.

At �rst, for testing purposes, all of the motor signals were proessed in soft-

ware, whih ommuniated with the BEDs through memory-mapped I/O-pins on

the FPGA. This solution was not optimal, sine it onsumed a lot of CPU-time,

and made the software unneessarily omplex. In an attempt to o�oad the CPU,

a hardware-aelerated motor ontroller was implemented.

The hardware motor ontroller takes responsibility of sending a pulse-train

of steps to the BEDs with a number of pulses and a frequeny both spei�ed
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through software aessible registers. Instead of sending individual pulses, the

CPU now only has to instrut the motor ontroller to send for example 100 pulses

at a frequeny of 10 kHz, and an then ontinue with other omputations. The

hardware also keeps trak of the urrent motor position, based on how many steps

it has been instruted to take. This information is available to the CPU through

another register.

The motor ontroller an also be on�gured to interrupt to the CPU one a

ommand has been ompleted. In some use-ases this funtionality an be used to

iterate over a list of motor ommands in a interrupt-driven manner, starting the

next one the previous is ompleted. More on this in Setion 6.4.1.

Integrated into the motor ontroller is also the magnet synhronization system,

whih an be used to initialize the motor position information to a known state.

It also serves to prevent any error in the rotational traking to aumulate over

multiple revolutions. This system is desribed more in the next setion.

6.1.2 Magnet synhronization

Two Hall-e�et sensors of type ALLEGRO A1104EUA-T, and their orresponding

magnets whih were already �tted on the Q60 onstrution, have been inorpo-

rated into the system. They are used for two main purposes, to �nd a known

starting position, and to make sure that the estimated position does not drift

when performing pan manoeuvres spanning multiple revolutions.

The sensor output is of open olletor type, when a magneti �eld is deteted

the output is onneted internally to ground. Conneting the output via a pullup

resistor to VCC results in a 0 if there is a magnet present, and a 1 if there is not.

Sine, depending on on�guration, the magnet detetion both a�ets motor

positioning information and an generate interrupts for the CPU, generating un-

neessarily many magnet detetion events needs to be avoided. The desirable

outome is a single transition from 1 to 0 and 0 to 1 in the output eah time the

sensors pass a magnet. The unmodi�ed signal did not ful�ll this requirement, and

�utuated between 1 and 0 near the edges of the magnet. The sensors themselves

have a built in hysteresis threshold to help avoid this [11℄, but it turned out not

to be su�ient.

Figure 6.1: Filtered magnet syn signal (top)

In an e�ort to avoid having multiple magnet detetion events for eah magnet

passing, a threshold system was added to the VHDL ode handling the magnet

signals oming in to the FPGA. It requires the magnet signal to be low for at

least n lok yles in a row before it is onsidered a true magnet detetion, and

then requires it to be high for another n yles before it will onsider the magnet

as being passed. The number n is in this ase on�gurable through a software

aesible register. The result of this �ltering is illustrated in Figure 6.1.
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6.1.3 Aeleration urve onstrution

In order to make quik movements with the pan-tilt mehanism, aeleration

urves must be used. If the motors are instruted to run at high speed with-

out gradual aeleration, they will simply stop or jerk. Steps an also be lost

intermittently when the aeleration and/or deeleration proedure is done too

quikly [12℄. If steps are lost, the aumulated stepper motor position information

is no longer aurate.

An `S-urve' based aeleration sheme has been used. The urve is based on

a variant of the logistis funtion, whih is given in equation 6.1. The parameter

a ontrols the steepness of the urve, and b ontrols the midpoint (see Figures 6.2

and 6.3).

l(x) =
1

1 + 10−a(x−b)
(6.1)

Figure 6.2: l(x), with a = 1, b = 0. Figure 6.3: l(x), with a = 2, b = 0.

Figure 6.4: c(x), with a = 1, d = 10. Figure 6.5: c(x), with a = 1, d = 2.

The omplete urve, c(x), whih represents veloity over time, is onstruted

aording to equation 6.2, and two examples are pitured in Figures 6.4 and 6.5,
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where d is the distane between the midpoints of the aeleration and deeleration

part (see equation 6.2).

b1 = −
d

2
, b2 =

d

2

c(x) =
1

1 + 10−a(x−b1)
−

1

1 + 10−a(x−b2)

(6.2)

The rationale for using the approah desribed above is as follows. Changing

the aeleration rapidly produes `jerk' in the motor motion, whih is represented

by the seond derivative of the veloity urve. This is pitured in Figure 6.6. If

the jerk produed by the hange in aeleration is too profound, we might lose

steps and invalidate our position information.

Figure 6.6: c(x), with a = 1, d = 10, with its �rst (dashed) and

seond (dashed, dotted) derivative.

Implementation

When testing the viability of the sheme, an Otave-sript was used to gener-

ate urves similar to those in Figures 6.4 and 6.5. The urve was sampled at a

predetermined number of points, denoted below as ci. Furthermore, fmax is the

maximum frequeny sent to the stepper motor drivers, and d is the number of steps
to be taken divided by 32. For referene, a full revolution of the platform amounts

to about 64000 steps. The frequeny sent to the stepper motor drivers is further

limited from fmax when performing small manoeuvres, aording to equation 6.3

(whih was determined through experimentation). Veloity in the given point is

given by equation 6.4. The steps to be taken, stot, were distributed aording to

equation 6.5, whih beomes a linear map of veloity versus step size.

f(d) =
fcpu/2

max(1700, 16000− 200 · d)
(6.3)

v(i) = ci · f(d) (6.4)
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s(i) = ci
stot∑n

i=0 cn
(6.5)

It was determined, through experimentation, that good results with the sheme

desribed above were ahieved by determining the parameter a aording to equa-

tion 6.6. By further limiting the maximum frequeny sent to stepper motor drivers

(aording to equation 6.3), and hanging the a-parameter aording to steps to

be taken allows the sheme to work regardless of distane to be travelled. This

allows a single software interfae to ontrol the motors.

a(d) = max(0.05,
8

d
) (6.6)

To generate aeleration urves on the �y in the software implementation, a

�xed-point C-library, libfixmath is used, sine the Nios II CPU does not have

native �oating point apability. By utilizing this approah, muh of the �exibility

of the Otave implementation is retained. An obvious alternative would have been

to use a number of look-up tables for di�erent speed pro�les, whih would have

been umbersome to regenerate if any of the parameters were to be hanged.

Degrees Time (s) Degrees Time (s)

3 0.125 27 0.397

6 0.221 30 0.431

9 0.271 45 0.543

12 0.275 60 0.636

15 0.232 75 0.717

18 0.270 90 0.795

21 0.313 180 1.201

24 0.355 300 1.684

Table 6.1: Motor manouvers of varying degree

To measure the performane of the implementation, elapsed time was measured

by ounting the number of times a 1 ms interrupt �red during the ourse of the

manouver. Eah manouver was repeated 8 times. The results an be seen in table

6.1. Furthermore, the top rotational speed is 250 degrees/s.

As an be seen in table 6.1, further parameter tweaking is warranted, sine it

takes longer to manouver 12 degrees than 15 degrees. Sine the urve generation

algorithm is implemented and run on the �y in software, it is easy to improve upon.

It was, however, deided that the performane was adequate, and warranted no

further study.

6.2 SICK DT50Hi

The SICK DT50Hi is a laser-based range�nder with a 500 Hz output rate, 1 mm

resolution, ± 7mm auray, and up to 15 ms response time. It is apable of

measuring from 20 m to 20 m.
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The output rate is the rate at whih the output signal is updated, whih in

the DT50Hi's ase is a urrent ranging from 4mA to 20mA (16bit resolution). The

response time is de�ned as the maximum time until the output signal reports the

`orret' value. The range�nder also uses a moving average over two samples when

set to sample in `fast' mode (whih is the setting used).

6.2.1 Reading the DT50Hi output signal

The design uses a Texas Instruments ADS7813p suessive approximation analog

to digital onverter [13℄, and the range�nder distane signal is sampled at 10 kHz.

Unfortunately, the signal from the range�nder is a�eted by noise. This might be

aused by the plaement of the A/D on the onstruted PCB, or other fators.

The following algorithm attempts to reonstrut the synhronous signal out-

put by the range�nder. The main goal of the reonstrution is to identify whih

of the oversampled values originate from the same original value reated by the

range�nder, and to then alulate an average over these values and report it as

the atual value. The averaging is used to redue noise in the signal. This is done

by olleting 20 values and trying to identify where the edge between di�erent

orignial values might be. The reasoning behind this is that a few di�erent ases

of 20 values an our. Eah ase is displayed in Figure 6.7.
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Figure 6.7: From top left: ase 1, 2, 3, 4

After olleting 20 samples they are divided into four bloks of �ve, and their

respetive averages are alulated. The di�erenes in average values between the

bloks are also alulated. Using this information the algorithm attempts to iden-

tify the di�erent ases aording to the following sheme:

• If all of the blok average di�erenes are similar, selet ase 1.

• If the di�erene between bloks 2-3 is greater than that of 1-2 and 3-4, selet

ase 2.
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• If the di�erene between blok 1-2 or 3-4 is greater than the others, selet

ase 3 or 4 respetively.

When enountering ase 2, the algorithm keeps the last blok of �ve values for

the next iteration, and e�etively only onsumes 15 values. The other ases result

in olleting a full set of 20 new values. The reason for this is to avoid ase 2 as

muh as possible, sine it is not obvious if the values in blok 1 and 2 or the ones

in 3 and 4 should be onsidered the 'atual' value reported from the range�nder

there.
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Figure 6.8: Plot of the reonstrution algorithm. Blue is the input

signal, red is the synhronous estimation.
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Figure 6.9: Algorithm loseup

To verify that the algorithm produes aurate values a baseline was �rst

reated by running the algorithm on atual data from the spinning LIDAR. Eah

data point of the baseline was dupliated 20 times, with individual noise added to

eah new value. The noise added was olleted by targeting a stationary objet

with the LIDAR and olleting the �utuation in the reported value, to make

sure the added noise in the test was representative of the atual noise present.

The algorithm was then run on this newly reated data and the new result was
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ompared to the baseline. While the new result was not exaly the same as the

baseline, due to the noise added, the result was very losely orrelated to the atual

'real' values of the baseline data. A run of the algorithm is presented in Figure

6.8, and a loseup in Figure 6.9.

6.3 EMI redution

During the ourse of the projet, varying degrees of eletromagneti interferene

was present, whih manifested itself in the system not funtioning orretly.

6.3.1 First hardware iteration

Figure 6.10: First iteration

During the �rst iteration (see Figure 6.10), a disturbane on the diretion

signal to the pan motor aused the motor to randomly hange diretion for a

brief period of time (< 1s), whih introdued signi�ant jerk and invalidated the

position information ompletely. This problem was mitigated by iteration two,

in whih all wires were shortened, and separate ground points were hooked up

lose to every digital ontrol signal. This was done in an e�ort to try to ahieve a

ommon ground potential.

Another issue was that the syn signal from the magnets on the onstru-

tion were bouning profoundly when transitioning. An attempt to deouple the

signal(s) with two 100 nF apaitors (one to ground and one to VCC), did not

ompletely eradiate the problem. Deboune apability was then added to the mo-

tor ontroller, whih ompletely solved the problem. This is desribed in Setion

6.1.2.

6.3.2 Seond iteration

The seond iteration seemed to work well, without any notieable disturbanes to

the digital ontrol signals. The biggest problem was that a fair amount of noise

was still present in the analog distane signal from the range�nder to the A/D

onverter. Another problem was that the onstrution was very di�ult to move

around. These two issues warranted the onstrution of a printed iruit board.
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Figure 6.11: Seond iteration, shorter wires and di�erent breadboard

Figure 6.12: Seond iteration
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6.3.3 Third iteration

Figure 6.13: Third iteration, PCB onstruted

The PCB was designed in KiCAD, whih is an open-soure PCB CAD suite.

Two boards were designed, one to be mounted on the pan-tilt onstrution, and

one to at as expander board for the FPGA (onneting the serializer, pan-tilt

mehanism and the FPGA itself). Regarding the noise a�eting the distane

signal, data olleted during the seond iteration showed a deviation of ± 20

mm in the reorded value, and with the onstruted PCB ± 10 mm. With the

A/D mounted on the PCB, the algorithm desribed in Setion 6.2.1 redued the

deviation to ± 5 mm. The measurements were done by sampling the range�nder

output signal, while being pointed on a stationary objet, and taking note of the

reorded distane value reported on the LCD display of the devie itself.

6.4 Software

6.4.1 Motor ommand lists

Using the sheme desribed in 6.1, linked lists onsisting of ommands to be sent

to the motors were onstruted (a simple example ould be; take 200 steps right

at speed 10 and then take 220 steps right at speed 8 et). The motor ontrollers

were on�gured to interrupt the CPU when the ommand had been performed,

the interrupt routine then sent the next ommand in the list to the relevant motor

ontroller (pan or tilt).

6.4.2 P1214 radar

After implementation, the design was able to be used as a radar onneted to the

P1214 (see Figure 6.14). The software onsists of a look-up table for sinus and

osinus, for drawing the reorded distane in polar oordinates, funtionality to set

individual pixels in our framebu�er and the algorithm doumented in Setion 6.2.1

for reading the signal from the A/D onverter. The motor ontrol sheme desribed

in 6.1 was used to ontrol the motors. The main software loop is desribed below.
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Figure 6.14: P1214 radar

initialize the motors (set to known starting position)

enable interrupts

while (forever)

if (a new distane value has been reported)

draw it on the irle

6.5 Other uses

Figure 6.15: 3D san in amera live view

In addition to our main example desribed in this Chapter, we have onsidered

what other possible uses our devie ould have. A somewhat related ase we tried

was using the LIDAR to reate a small low resolution 3D san of an item in front
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of it. In Figure 6.15 suh a san of a person an be seen. Although a basi image,

the ontours of a human are learly distiguishable.

6.5.1 3D sanner

Figure 6.16: 3D san

We investigated other uses for the platform reated, and realised that it ould

be used as a 3D sanner of sorts. By sweeping the LIDAR in a spiral it overs

a multitude of diretions, while distane and motor positioning data is olleted.

This data is sent to a PC over RS232. The pan- and tilt-angles in onjuntion

with the distanes are essentially spherial oordinates. They an be onverted

into Cartesian oordinates (x, y, z) by the formulas seen below, where r is the

measured distane, θ is the tilt angle and φ is the pan angle.

x = r cos θ cosφ

y = r sin θ

z = r cos θ sinφ

These oordinates are then used to render surfaes using OpenGL in a small C-

program. The surfaes are reated by onneting measurements points whih are

adjaent in terms of pan and tilt angle to form retangles, �ltering and removing

those that span a too large distane gap. The result an be seen in Figure 6.16.
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Disussion

A few noteworthy motivations regarding various parts of the projet are mentioned

in this Chapter.

7.1 Alternative image output solutions

Before deiding on the framebu�er-baked solution, alternatives were onsidered.

One of these would be to ontinously stream data to the pixel output module

from main system memory. This would most likely be DMA-driven. Another

alternative would have been to reate spei� HDL modules for shape generation

(irles, text et), these would have the advantage of being highly portable, but

umbersome to reate and not very �exible. The framebu�er-baked solution was

primarily hosen due to the fat that the image data is always available to be

transmitted to the sensor interfae, regardless of when the CPU hooses to update

the image. This deouples the sensor interfae timing requirements from the image

updates generated by the CPU. The main drawbak is that it uses a large amount

of on-hip RAM, and an thus not easily be ported to less apable FPGAs (whih

usually have a more limited availability of on-hip RAM).

7.2 Aeleration urve onsiderations

At �rst, a uniform step distribution over the sample points of the generated urve

was attemped. Thus, if the sampled urve had 10 di�erent points, and 3000 steps

were to be taken, 300 steps per point had to be taken. This proved laking, sine

it is desirable to aelerate quikly, without losing steps. Running the motors at

low speed without aeleration will not lead to step loss in itself, so it was deided

that the linear map alternative would be more �tting.

The main reason for having quik stepper motor manoeuvrability is for san-

ning items of interest. One possible example is desribed in 6.5. Instead of sanning

a square area and painting a piture in the live view, it ould be interesting to see

if the platform ould be used to (for instane) detet people using intelligent san

patterns.
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Chapter8

Results

8.1 Sensor emulation

Figure 8.1: Camera live view showing test image of dogs

The primary goal of this thesis was to investigate the possibility of emulating

an image sensor to provide alternative inputs. This has been shown to be possible,

by implementing suh a system. Using an unmodi�ed main unit, alternative image

data is aepted and forwarded through the network amera system, with the �nal

result of it being viewable in the browser live-view. An example of this an be seen

in Figure 8.1. The system is apable of exhanging the entire ontent of the frame
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in 11 ms, with 12 bits of olor depth, giving ample time for any other omputations

required by the spei� sensor emulated.

Some attempts at addressing the individual pixels in the Bayer data were

made, but this reated signi�ant demosaiing e�ets, and was thus avoided.

Future improvements inlude taking into onsideration white balane and sim-

ilar settings, as well as using the exposure time information sent by the main unit

via I2C in some way. Some of these improvements require hanging the software

in the main unit, whih was deemed to be outside of the sope of this thesis.

While the sensor example implemented is quite omplex, a simpler sensor ould

be implemented using a less apable FPGA and other hardware.

8.2 Sensor example

Figure 8.2: Camera live view showing radar image

The hosen sensor example, a LIDAR, has been suessfully implemented. It

ful�lls its objetive, providing a radar image of its surroundings as an be seen in

Figure 8.2. It an ahieve a rotational speed of 250 deg/s, whih ombined with

the distane sensor output rate of 500Hz results in an angular resolution of 0.5

deg. At a distane of 5m this orresponds to 4.4 m between measurement points.

By further making use of the pan tilt apaity, it an also be used for 3D-

sanning objets. A simple 3D san an be run on the sensor itself, with a result

seen in Setion 6.5.

Further developement of this sensor inlude using the distane data to perform

motion detetion and perimiter defene.

This example shows that the urrent FPGA platform is powerful enough for

more omplex sensor types, requiring ontrol of external omponents and non-

trivial omputations.
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