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Abstract

When viewing moving objects in videos the movement of the eyes is called smooth pursuit. For evaluating the relationship of eye tracking data to the moving objects, the objects in the videos need to be detected and tracked. In the first part of this thesis, a method for detecting and tracking of moving objects in videos is developed. The method mainly consists of a modified version of the Gaussian mixture model, The Tracking feature point method, a modified version of the Mean shift algorithm, Matlabs function bwlabel and a set of new developed methods. The performance of the method is highest when the background is static and the objects differ in colour from the background. The false detection rate increases, when the video environment becomes more dynamic and complex. In the second part of this thesis the distance between the point of gaze and the moving objects centre point is calculated. The eyes may not always follow the centre position of an object, but rather some other part of the object. Therefore, the method gives more satisfactory result when the objects are small.
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Chapter 1

Introduction

Eye tracking is today an active area of research. The application has become widely used in studies related to the visual system, in psychology and in the interactions between computer and humans.

An eye tracker is a system that tracks the movements of the eye so that an estimation of the gaze can be performed. Event detection has become an important area when trying to identify the different eye movements. An event detection algorithm is therefore needed to evaluate the eye tracking data. The main movements of the eye are fixations, saccades and smooth pursuit movements.

Until now, most eye tracking studies have been carried out using still images. Lately, however, motion pictures have become more interesting to study and the interest for detection and analysis of smooth pursuit movements has subsequently increased. When the relationship, of the eye tracking data and the motion pictures, is to be evaluated, one of the difficulties is that either the video data has to be manually measured, or an intelligent system has to be created for an automatic evaluation.

The analysis of videos is a widespread field of research and a large portion of the research is related to detection and tracking of moving objects. It can be applied in many areas like surveillance cameras, vehicle navigation, human computer interfaces and medical image analysis.

Moving object detection and tracking means segmentation and extraction of the moving objects and then tracking throughout the video frames. It is a complex problem due to all possible scenarios such as dynamic backgrounds, camera noise, camera movements, illuminations, occlusion, objects changing orientation and size.

The aim of this thesis is to attempt to develop an automatic evaluation
of smooth pursuit detections, when viewing moving objects in videos. The thesis consists of the following two parts:

- Based on a investigation of different methods for detection and tracking of moving objects in video sequences, develop a method that gives the most adequate result for the present problem.
- Develop an automatic evaluation strategy for smooth pursuit detection methods, based on the detected and tracked moving objects in videos and eye tracking data that has already been analysed using an existing algorithm.

The thesis is outlined as follows:

- First a background to the problem is given in Chapter 2.
- The proposed method is described in Chapter 3.
- Chapter 4, the results are given.
- And finally, a discussion and a conclusion of the work are given in Chapters 5 and 6, respectively.
Chapter 2

Background

Detecting and tracking moving objects in a video sequence is a process that first identifies and extracts the objects from a scene and then the objects are tracked by finding the same objects in the subsequent frames and, in that way, be able to calculates the trajectories of the objects [27]. This is done based on the information in the video frames, such as visual features and motion information [1].

Detecting and tracking moving objects is a complex problem for several reasons such as dynamic backgrounds, camera noise, camera movements, illuminations, occlusion, objects changing orientation and size, etc. It should also be avoided to track non-stationary background objects such as swinging leaves, rain, snow and shadows cast by moving objects. Furthermore, in order to handle objects that stop or begin to move and objects that merge into the background and then become foreground constitute additional difficulties.

A common approach to this problem which consists of the two parts, detecting and tracking of moving objects, is to have different methods for the two parts. It is also common to use more than one method for each part.

The first part that detects the objects in a scene is typically a method that segments and extracts the moving objects from the video frames [14], [6], [4], [3], [22]. The main categories of methods for this part are optical flow, temporal differencing and background subtraction [20] also called background modeling [6].

The second part consists of the localization and tracking of the moving objects [14], [6], [4], [3]. There are several different methods for object tracking. The most common categories are region-based tracking, feature-based tracking, model-based tracking and active contour-based tracking [1].

Background modeling includes methods that use some kind of model of
the background and then compares each frame in the video to this reference or background model. The regions that deviate from the background are identified as foreground and should consist of moving objects [6]. For dynamic backgrounds in videos the background reference or model must be continuously updated which makes the method computationally expensive [3]. Optical flow based methods calculates the flow vectors of moving objects between the frames in order to find the moving regions in a video. Temporal differing is detecting moving objects by using threshold values to find where pixels are differing from the pixels in the consecutive frames in a video [20].

The main idea of region-based tracking is to find the region of a detected object in the adjacent frame, using a similarity measure. A threshold value is used to decide if the region of the object has moved. In feature-based tracking the moving object is located with help from features that have been detected in one frame. The features, corresponding to the different moving objects, are then tracked in the following frames, so that the new location of the moving object can be found in every new frame. Model-based tracking algorithms define a model of the problem, usually based on knowledge of different possible scenarios in a video. It then detects the moving objects by matching the different parts of the frame in to the model and then sees if the parts belong to it [7]. Active contour-based tracking tries to track the contours of an object. Usually this is achieved by defining an energy function that is minimized [4].

2.1 Methods for objects detection

2.1.1 Frame differing

Frame differing is a method that uses the previous frame as its background model and differs this model to the current frame in order to find the moving objects. Frame differing is the easiest method of background modeling [6].

2.1.2 Median filter

Median filtering is commonly used and estimates the background from a number of previous frames. It calculates the median of the pixel values in the previous frames and compares it to the pixel values in the current frame. There is also a recursive version of the median filter. This method decreases or increases the median value for a pixel depending on if the value of the pixel from a new frame is larger or smaller [6].
2.1.3 Threshold segmentation method

The threshold segmentation method uses direct subtraction of the background after getting the background image. A threshold value is set and the value decides whether a pixel from an image is belonging to the background or not, based on how much it deviates from the background image [22].

2.1.4 Gaussian mixture model (GMM)

Gaussian mixture modeling (GMM) is a background modeling method that is used to extract the moving objects from dynamic background in a video. This is done by making a background model consist of a weighted sum of several Gaussian distributions. Every pixel then has a probability density function which consists of a number of Gaussian distributions that is decided from the history of the pixel.

The model can be adaptively updated by comparing each new pixel to a number of Gaussian distributions. If a pixel does not match any of the Gaussian distributions, the distribution with the lowest weight is replaced with a new distribution with an initially high variance, low weight and the new pixel value as its mean. The background model is given by the distributions that have weights larger than a chosen threshold.

A pixel belongs to the background if it matches any one of the distributions otherwise it belongs to a moving object. For a higher threshold the background model will consist of more Gaussian distributions and may therefore be able to model more dynamic backgrounds. If the background is static, the threshold may therefore be lower in order to avoid false motion detection. The GMM precision to extract moving object depends strongly on the threshold parameters [5].

The GMM is one of the most common methods for detecting moving objects in dynamic backgrounds [19]. The method may give false motion detection in complex scenes and it may have a slow learning of the background [5].

2.1.5 Optical flow

Optical flow uses the motion information in videos to detect moving objects in videos sequence. The method calculates characteristic flow vectors of moving objects over time [20]. This is done by, for each pixel in the current frame, trying to determine a two-dimensional velocity vector, which should indicate the position of the same pixel in the previous frame.
There are several algorithms for computing the optical flow that can be divided into the categories; differential, region-based matching and energy-based algorithms [16].

The Optical flow method is complex and sensitive to noise, [20], but shows a good performance and the computationally cost is low [23].

2.1.6 Salient Points

The salient points can be seen as landmarks in an image. They can for example be the corners of a building or the edges of an object. The methods based on salient points extract these points from every frame and then a post processing stage is needed to eliminate the salient points that do not belong to moving objects.

Two different algorithms for detecting salient points are the Scale-Saliency and Scale Invariant Feature Transform - SIFT. Both methods use a scale-space approach and estimates key point and salient regions.

The Scale-Saliency method chooses the salient regions by calculating the entropy for a area around a pixel at each scale and find where it peaks. The salient region is a circular area and it is invariant to rotations.

SIFT is a popular method that finds key points or regions and extracts features for them, which are invariant to scale, rotation and translation. In order to find the key points or region, a scale-space function is used that consist of a pyramid of differences of Gaussian frames constructed from the first frame. Key points are chosen by examining the maxima and minima of the function.

Compared to background subtraction, methods based on salient points represent a simple way to identify moving objects in video. Studies indicate that the Scale-Saliency algorithm is slightly superior to the STIF algorithm but computationally a little more expensive [3].

2.2 Methods for object tracking

2.2.1 Mean Shift Algorithm (MSA)

The Mean shift algorithm (MSA) is a method that constructs an object model and then use it to search for the object location in another frame.

The method needs a selected window that contains the object in the first frame. For the object model, a histogram distribution of the color is estimated with a nonparametric symmetric kernel. Then, the same kind of histogram is estimated for different candidate regions in the next frame.
The histogram distributions of the object and the different candidate regions are then compared and the best match gives the new location for the object. In order to measure the similarity between the two distributions the Bhattacharyya coefficient is usually used.

The MSA performs well when tracking moving objects in a simple environment. The method is sensitive to the influence of noise from the background [8] and its performance is low when the illumination condition changes fast, the object is being shadowed [13], or if the object changes direction suddenly [12]. It has become a successful method for searching of similarity regions, for its robustness [4], for highly tracking accuracy, and high algorithm speed [13].

### 2.2.2 CAMshift

Continuously adaptive mean shift: CAMshift is a method that is based on the MSA. The method was developed to overcome problems with the MSA, like that it is being unable to change the track window scale when an object changes size [18].

CAMshift has extended the MSA into a continuous frame sequence that uses the MSA in every frame. The initial search window in a frame is given from the result from the previous frame. [17] The method is adaptively updating the size of the search window and the color distribution of the object model.

CAMshift can track objects in a robust and efficient way. The method has good performance in simple situations, but in more complex situations it fails [18].

### 2.2.3 Particle filters

The Particle filter is a Monte Carlo integrated method that can track objects in videos with non-Gaussian or non-linear conditions.

The method randomly chooses a number of particles, in a region where an object is likely to be located and then weights are calculated for the particles. Based on the weighted particles a new region of interest can be chosen and the weighted particles can be updated. This procedure is repeated until the object is tracked.

Particle filter gives good tracking performance, but the method is also slow because of the very high number of calculations that has to be made [13].
2.2.4 Kalman Filters

The Kalman filter recursively predicts and corrects the states of a linear process that is disturbed with Gaussian process noise. This is done by minimizing the variance error that can be calculated with help from measurement of the process.

For tracking of moving objects, the Kalman filter includes a motion model and measurement equations. The states of the process are the different dynamical behaviors of the objects. The tracking of the objects is done by recursively estimating the states of the object.

Tracking objects using a Kalman filter is a robust method and it has given good results in many situations. However, in more complex situation such as inter-object occlusion, separation [9] and if the object changes direction suddenly [12] the Kalman filter may fail and gives uncertain result [9].

2.2.5 Active contour-based tracking

The active contour-based tracking method is used for tracking of the contours of an object. This is mainly achieved by defining an energy function that is minimized to segment an image [4]. The method needs an initial guess for the contour, which is then moved with help from the energy function to the boundaries of the object [10].

The methods snake and level set are the main methods for contour-based tracking [4]. The snake method has a parametric representation of the contour and the energy function will try to shorten the contour and make it smooth. This will make the snakes compact and robust to image noise and boundary gaps. The snake method is not good at handling objects that changes its shape.

The level set method has an implicit representation of the contour and is good at handling objects that change their shape. The method has some drawbacks including that it is not robust to boundary gaps [10].

Contour-based tracking is used to achieve high precision of the tracking, but the computational cost is often high [4].

2.2.6 Block Matching Techniques

In methods using block matching techniques, the video frames are divided into blocks. The blocks in a current frame are then compared to the blocks in an earlier reference frame in order to evaluate if the blocks are located in the same place in the frames or if they have moved and in that case
to determine their corresponding motion vectors. Moving objects can be identified by combining the blocks with the same motion.

Block matching techniques can be divided into three parts: block determination, search method and matching criteria. The goal is to find a method that with as few searches as possible, in order to reduce the processing time, gives an adequate result. The first part determines properties of the blocks like their position, size, scale and the start location of the search for matching blocks. A simple block determination could be made, that divides the frames in disjoint blocks of fixed sizes and scales, or a hierarchical block determination can be made which creates different levels of the frames with different resolution. Each level has a simple block determination and the search starts at level with the lowest resolution and continues at each subsequent level where the best match is found from the previous level. Studies have shown that hierarchical block determination has a higher performance of finding the object motion vectors but a longer processing time, than the simple block determination.

The second part is to use a search method that decides where to search for the candidate blocks in the reference frame that would give the best match for the blocks in the current frame. The methods give step sizes on how far away the next search for a candidate block would be.

The third part in the process is to decide the matching criteria so that it measures the dissimilarity of the blocks. The best match of all the candidate blocks in each search can then be determined. The method checks before every search if the blocks in the current and the reference frame are in the same place and in that case the search is terminated [2].

2.3 Other methods

2.3.1 Detecting objects

The method in [5] is an improved version of the GMM that has been used together with a support vector machine classifier. The GMM first determines which of the pixels that belong to the background or the foreground. After that, the support vector machine classifier determines if the foreground pixels are motion or non-motion pixels. The method was shown to give reliable and robust results in dynamic backgrounds. It converges faster at the initial stage than the traditionally GMM. Furthermore, this method showed a great improvement of decreasing the false motion detection and of the quality of the image segmentation [5].

In [22], moving objects are detected in static scenes. This is accomplished
with an improved background extraction algorithm based on common region, which divide an image in to blocks and calculates the expectation and variance value. A modified threshold segmentation method is used to extract the moving objects. These improvements gave a greater robustness and higher quality of the methods [22].

A method for modeling of the motion of the background for detection of moving objects when the camera is moving is proposed in [23]. The optical flow between the frames is calculated and based on this, a pixel motion process is made. This is used togheter with the GMM for making a background motion model for a moving scene. The method was an effective approach and gave an accurate, adaptive and general background motion model [23].

In [24] a method for detecting moving objects with moving camera is proposed. The method is using flow vector distance classification and multi-view geometric constraints. This method gave results that was robust and accurate. It could be used in unknown environment and the adaptability to light is good [24].

2.3.2 Tracking objects

[8] has proposed an improved MSA where the representation of the object is better. This is achieved by an improvement of the color histogram and using an exponent distribution that could be updated over time, instead of the kernel function. A further improvement for handling objects under occlusion was made by adding a sub-block occlusion detecting algorithm. The result showed that the improved MSA preformed better when tracking moving objects and handling occlusion than the traditional MSA [8].

Another improvement of the MSA is made by [11] where they have done an adaptive dynamic updating of the object model. The method showed improved performance when dealing with rigid and non-rigid objects, camera motion, background clutter and target partial occlusions, rotation, scale variations [11].

In [15], an improvement of the MSA has also been performed by making the bandwidth and kernel weights adaptive. The Kalman filter was then used for further improvement of the tracking accuracy. The method showed good result tracking objects and it had accelerated in convergence speed [15].

A fail-safe way for tracking of a general purpose object was proposed in [12]. They use a template-matching technique called normalized 2D cross correlation, to track objects in videos and then to update the template for the region of interest. If the template-matching does not find an object, both
Kalman-filter and fast MSA is used to compensate for this in an adequate way [12].

A Kernel-based method for finding an object region is used in [4], the MSA and the Kalman filter will then locate the initial tracking position. Then, a diffusion snake, based on a feature image that is generated from the objects color information, is used to improve the tracking precision. The first part of the method was shown to be able to locate the object effectively in complex condition such as camera motion, partial occlusion and clutter. By adding the second part of the method it gave high tracking precision and it was also able to handle severe deformation of object contour. But it had problems to track the object when the objects color was similar to the background, and the computational cost is high [4].

The MSA is an effective object tracking method, but it fails in more complex environments. Because of this, [13] has combined the MSA with the particle filter that has a higher tracking performance, but also has a higher computational cost. This is done using a feedback system based on the MSA and when it gives bad tracking results, it uses the particle filter to improve it. The method gave good result in situations such as for objects having shift, rotation and scaling and the tracking speed was adequate [13].

A method for multiple object tracking in complex situations such as inter-object, occlusion and separations was developed in [9]. In this method, correlation weights were applied to Histogram Intersection-HI, named Correlation-Weighted Histogram Intersection-CWHI. Then, Kalman filters was used to track each of the objects. The method preformed well under complex situations [9].

In [17] the CAMshift method and the Kalman filter were combined for tracking moving objects. Linear prediction was also used with the Kalman filter when objects were under occlusion to improve the robustness of the system. The tracking method was shown to be fast and robust. It was able to handle occlusion and camera movements, but because of that the method was using color histogram the object needed to differ in color from the background [17].

Since the CAMshift method has a low performance in more complex situations, [18] has made an improvement of the CAMshift method by combining it with a low-cost motion segmentation phase. The motion segmentation reduces the difficulties related to the background and object color interference. The method showed to be able to track moving objects in a better way than the traditionally CAMshift [18].
2.3.3 Detecting and tracking objects

A method for detecting and tracking multiple moving objects using a static camera was proposed in [21]. For extracting moving objects, a color background modeling was used together with a sensitivity parameter. Morphology was used to reduce noise and blob labeling was used to assemble moving objects. The tracking method consisted of prediction of the velocity and direction of the moving objects. The method showed to be computationally fast and it showed robustness against environmental noise [21].

In [25], a codebook algorithm was constructed with a quantization/clustering technique to be used as a background model. Then, the foreground was segmented by a subtraction of the background model from the current frame. The particle filter was then combined with the MSA for tracking of the moving objects. The method could handle moving backgrounds, illumination and was robust to occlusion [25].
Chapter 3

Methods

The aim of this present thesis is to attempt to develop an automatic evaluation of smooth pursuit detections, when viewing moving objects in videos. The thesis was divided into two parts. Firstly, in section 3.1, based on an investigation of different methods for detection and tracking of moving objects in video sequences, develop a method that gives the most adequate result for the present problem. Secondly, in section 3.2, develop an automatic evaluation for smooth pursuit detection methods, based on the detected and tracked moving objects in videos and eye tracking data.

3.1 A method for detection and tracking of moving objects in videos

The main purpose of the proposed method is that it should detect and track multiple moving objects and compare the trajectories with detected smooth pursuit movements in the eye tracking data. The method should be able to handle as many complex situations in video sequences as possible.

In the development of the method, most decisions that have been made have been based on previous research and on the Matlab Computer Vision System toolbox. During the process, the results of the different parts of the method have been continuously evaluated and improvements that were shown to be necessary have been made.

The Matlab Computer Vision System toolbox has been useful in the way that it has been possible to test different methods and compare their performance without having to implement all methods my self. Based on their performance, I have chosen to implement those that would be of use
in my method. Furthermore, Matlab toolbox has worked as an easy way of checking if the developed method behaves in a similar way and by that verifying that they have been implemented correctly.

An important design aspect of the developed method is that it does not need to be able to work in real-time. This means that it is not constrained by the requirement that the processing has to be computationally fast.

In order for the method to serve its purpose, it has to include a method for detecting moving objects. This method has to be repeated for every video frame in case new moving objects appear. When a detection method is used repeatedly in this way and is combined with an additional method that determines which detections that belong to the same object, it can also work as an object tracking method. This approach has been chosen for the problem because it is easier and it saves time to use the same method for both the detection and tracking part. The detecting method can function as a key building block for the entire method. Other methods can then be added to improve the methods performance and compensate for situations where the detection method fails.

As a detection method the Gaussian mixture model (GMM) was chosen, which is a background modelling method. This is a widely used method for modelling dynamic backgrounds. It can represent complex distribution of each pixel and is able to handle periodic noise, such as waving leaves on trees or moving sea waves [27]. Since the method suffers from false motion detection and can have a slow learning rate of the background [5], some modification and additional methods is needed to improve its performance.

Other background modelling methods has not been taken into consideration because they are more suited for videos with relatively static backgrounds [27]. Temporal differencing methods generally have a bad performance when extracting the exact shapes of some moving objects. Optical flow methods were under consideration in the process of choosing detection method, primarily because it can handle camera movements. On the other hand, the method are complex and sensitive to noise and cannot detect the exact contour of the moving objects [28]. It is preferable if the method is able to detect the contour of the objects. If optical flow had been used, an additional method for finding the exact contour had been needed. The snake GVF method, which is an Active contour-based tracking method, by Chenyang Xu and Jerry L. Prince was tested out, it did not give adequate results. The reason for this could be that the objects did not have strong enough edges. An additional reason for choosing the GMM over Optical flow methods is that there were more possibilities for the GMM when it comes of making different modifications and add other methods, which should improve
its performance.

The GMM cannot handle camera shakes and movements. Therefore, the method needed some complementation for this purpose. From the Matlab Computer vision toolbox, Tracking feature point method (TFPM) which can estimate camera movements was chosen. A Block matching method for estimation of camera shakes and movements was also implemented and tested but it did not give any adequate results.

As an additional step in the method the Mean shift algorithm (MSA) was chosen. This tracking method is not supposed to work as a tracking method by itself, but can be used to support the GMM. It is preferably to have a method that is simple and easy to understand and by that also easy to work with. I chose this method over other tracking methods, to be able to easy make, for my purpose, relevant modifications. Furthermore, in previous studies it is well used together with other methods and it is the combination with other methods that is necessary to achieve my purpose. The MSA did not give a more accurate result of the exact position of an object in a frame than the GMM gave. Therefore, the MSA was not used as a traditionally tracking method that would help in the process of calculating the new position of an object in the next frame. Instead, a modified version to decide which detections in two subsequent frames made by the GMM that belongs to the same objects was used.

There were some other additional method that were needed during the course of the development. A necessary method was one that segmented all the pixels, which the GMM had detected, into different objects. Here, the Matlab's function bwlabel was used. Another method, that improved the end result significantly, was one that decreased false detections. For that I wrote an algorithm that removed object that were to small so they were considered to be noise and newly detected objects that seemed to be static.

The ultimate aim of this thesis is to use the detected and tracked moving objects for evaluation of smooth pursuit detection in corresponding eye-tracking data. It is then important that the method detects all the moving objects. Unfortunately, it was difficult to make this method good enough to give accurate result in all different kinds of videos. To still be able to use the method together with the eye tracking data, a program that could be used after the main method was made. This program is helping the user to manually modify the results by changing the settings. Modifications that can be done are to remove unwanted detections, merge a number of objects that belongs to the same object, and estimate the objects size and trajectory if the method is detecting the object wrongly in a number of frames. Because of this program, the aim when detecting and tracking moving objects
is rather to detect to many object that could later be removed, than that some of the moving objects are missed.

3.1.1 Method overview

The block diagram in figure 3.1 shows the main steps in the proposed method for detection and tracking of moving objects in videos. The method starts by initializing the GMM in the step 'Init GMM'.

In the step 'Estimate camera movements', the camera movements are calculated using the TFPM. This is done based on the previous and current frames. Depending on the outcome from this estimation, there are two different paths for the algorithm to follow: The algorithm takes the first path if the movement is estimated to be zero and the camera has not moved. Then, it goes directly into 'Update GMM'. The second path is taken if the amount of movements is not zero and the camera has moved. Then the algorithm goes into 'Adjust GMM', where the background model is moved to its new position. A initialization of the background model is also done on the new areas of the video scene, that appeared when the camera moved. The algorithm then continues in to 'Update GMM'.

In the step 'Update GMM', the GMM is updated and the pixels in the frame is divided into background and detected foreground pixels. Inputs to this box are the GMM that is going to be updated and the current frame that is used for the updating process. Another input is the previous frame, that is used to initialise a new Gaussian distribution in areas that have been falsely detected and static objects. These static objects and false detections are also an inputs. If a major part of the pixels, has been detected as foreground pixels the algorithm goes back to the step 'Init GMM'. There, an initialization of the entire background model is done based on the current frame and all the moving objects disappears. This should happen in case of a scene change.

The detected foreground pixels are grouped together into different objects in the box 'Object segmentation'. Here, the centre points and size measurements are calculated for all the different objects that are detected by the GMM.

In step 'Mean Shift Algorithm', it is decided which objects in the previous frame that belongs to same objects in the current frame. The objects are here classified as moving object, which are the ones that find a matching object, or new objects, which are the ones that do not find a matching object. The moving objects in the previous frame, that are not detected in the current frame is marked as finished and are removed.

Both the new and the moving objects are passing the step 'Removal of
Figure 3.1: Block diagram over the main steps in the method of detecting and tracking moving objects in videos.
false detections’. Here, all the objects that are small enough to be considered as noise are classified as false detections. Moving objects that have only been occurring in a few frames and have not moved far enough are considered to be static objects and are also classified as false detections. All false detections goes back into 'Update GMM'.

Based on the new detections of the moving objects, the size, position and the amount of movement is calculated. The detected objects that have been classified as new objects or moving objects, takes the path back to the same box 'Mean Shift Algorithm' and is used in the next iteration.

3.1.2 Gaussian mixture model (GMM)

Traditional GMM

The Gaussian mixture model (GMM) is used for detecting pixels, in a video frame, that are part of moving objects. In this method, a mixture of Gaussian distributions is used to model the probability that a pixel $I_t$ has the colour RGB vector values $X_t$ at time $t$ and this distribution is defined as

$$P(X_t) = \sum_{i=1}^{K} \omega_{i,t} \ast f(X_t|\mu_{i,t}, \Sigma_{i,t})$$ (3.1)

For the $i$-th Gaussian distribution at time $t$ the $\omega_{i,t}$ is the estimated weight, which represents the time proportions that those pixel values has been in a video scene. The parameter $\mu_{i,t}$ is the mean value, $\Sigma_{i,t}$ is the covariance matrix and $K$ is the number of distributions which usually varies between 3 and 5. The function $f$ is a Gaussian probability density function defined as

$$f(X_t|\mu_{i,t}, \Sigma_{i,t}) = \frac{1}{(2\pi)^{n/2} |\Sigma_{i,t}|^{1/2}} e^{-\frac{1}{2}(X_t - \mu_{i,t})^T \Sigma_{i,t}^{-1} (X_t - \mu_{i,t})}$$ (3.2)

where $n$ is the length of the random vector $X_t$. Assuming the parts of $X_t$ are independent and with the same variance $\sigma_{i,t}^2$, the covariance matrix can be computed as

$$\Sigma_{i,t} = \sigma_{i,t}^2 I$$ (3.3)

The $K$ Gaussian distributions are sorted after their values of $\omega_{i,t}/\sigma_{i,t}$, where the the first distribution has the largest value and the last one has the smallest value.
Figure 3.2: These figures show an example of a mixture of five Gaussian distributions that is used to model the probability that a pixel $I_t$ has a certain colour value.

Figure 3.2 shows an example of a mixture of five Gaussian distributions that is used to model the probability that a pixel $I_t$ has a certain colour value.

A new pixel $I_t$ belongs to the $i$-th Gaussian distribution if the following condition is fulfilled.

$$|X_t - \mu_{i,t-1}| \leq D \cdot \sigma_{i,t-1}$$

(3.4)

where $D$ is a threshold value. For the first match that is found, for a new pixel $I_t$, the parameters of the matching distribution are updated as follows:

$$\omega_{i,t} = (1 - \alpha)\omega_{i,t-1} + \alpha$$
$$\mu_{i,t} = (1 - \rho)\mu_{i,t-1} + \rho X_t$$
$$\sigma^2_{i,t} = (1 - \rho)\sigma^2_{i,t-1} + \rho(X_t - \mu_{i,t})^T(X_t - \mu_{i,t})$$

(3.5)

Here, $\alpha$ is the learning rate and $1/\alpha$ represents a time constant which de-
termines the speed at which the parameters change. And, $\rho$ is the second learning rate and is computed as

$$\rho = \alpha f (X_t | \mu_{i,t-1}, \Sigma_{i,t-1})$$  \hspace{1cm} (3.7)

For the unmatched distributions in the GMM, the parameters $\mu_{i,t}$ and $\sigma_{i,t}$ remain the same. The weight parameter is updated as follows:

$$\omega_{i,t} = (1 - \alpha) \omega_{i,t-1}$$  \hspace{1cm} (3.8)

All the updated weights are then normalized.

If a new pixel $I_t$ does not belong to any one of the $K$ distributions, the last distribution is replaced by a new Gaussian distribution with the new pixel value as its mean value, a high variance value, and a low weight value.

The background model is chosen to consist of the first $B$ Gaussian distributions that fulfills the following condition:

$$B = \text{armin}_b \left( \sum_{i=1}^{b} \omega_{i,t} > T \right)$$

where $T$ is a threshold value for the minimum proportion of the data that should be included in the background model.

If a new pixel $I_t$ matches anyone of the background model distributions, the pixel is classified as a background pixel, otherwise it is classified as a foreground pixel [29].

**Modified GMM**

In the method, five different Gaussian distributions have been used, because the GMM would then be able to describe a more diverse model of the background.

When working with the GMM a lower resolution in the video frames have been chosen. Regions in the frames of size $[5,5]$ are then used instead of single pixels. The main reason for this is that even though the method does not have to work in real time and be computationally fast, the time for computing the GMM was so tedious that it was almost impossible to test and work with the program. To lower the resolution also lowered the computation time rapidly. Another advantage is that the number of false detections that the caused by noise are decreased when working with regions.
<table>
<thead>
<tr>
<th>Sign</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Gaussian distributions</td>
<td>K</td>
</tr>
<tr>
<td>Initial weight</td>
<td>$\omega_{i,0}$</td>
</tr>
<tr>
<td>Weight for a new Gaussian distribution</td>
<td>$\omega_{5,t}$</td>
</tr>
<tr>
<td>Initial standard deviation</td>
<td>$\sigma^2_{i,0}$</td>
</tr>
<tr>
<td>Standard deviation for a new Gaussian distribution</td>
<td>$\sigma^2_{5,t}$</td>
</tr>
<tr>
<td>Learning rate</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>Threshold for a pixel that belongs to the distribution</td>
<td>D</td>
</tr>
<tr>
<td>Threshold for determine the background model</td>
<td>T</td>
</tr>
</tbody>
</table>

Table 3.1: The initial parameter value and the value of the constants that is used in the method.

There are three different scenarios in which there is a need to make an initialization of the GMM. The first case is in the beginning of the process when the entire first frame needs initialization values. The second case is when there is a change of scenery in a video, so that the first frame that is representing a completely new scene needs initialization values. Finally, the third case is when the camera moves and the new regions of a scene appear and these new regions need initialization values.

Usually a number of training frames are used for the estimations of the initial values of the GMM. However, it is preferable if my method could start to give adequate result immediately after an initialization of the model and not need a number of frames for training of the background model. Due to that, I have chosen the initial mean values based on the current frame so

$$\mu_{1..5,t}(x,y) = [X_{1,t}(x,y), X_{2,t}(x - 1, y - 1), X_{3,t}(x + 1, y - 1), X_{4,t}(x - 1, y + 1), X_{5,t}(x + 1, y + 1)]$$

where $x$ and $y$ are the position in the image matrix.

Table 3.1 shows the initial parameter values and the values of all constants used in the method. The selected values are based on which values that has been commonly used in other studies and by testing the method to see which values that give the best result for different video scenarios.

In this modified GMM, it is decided in the same way as in the traditional GMM if a new pixel $I_t$ belongs to one of the Gaussian distributions. Likewise, if a match is found or not found, the values of the parameters are also updated in the same way as in the traditional method.

When the GMM is used together with the TFPM, which estimates the camera movements, an additional method is used for adjusting the models pixel positions in the video frame. This is needed because the models still need to represent the same pixels in the background after the camera has...
moved. First, the TFPM is calculating the pixels translational displacement and after that, all the new pixel positions, that the different GMM now are representing, are determined.

When the Removal of false detections (RFD) is used, all the detected pixels that have been determined to be part of a non-moving object are called false motion pixels. A false motion pixel is then known to be part of the background scene. I have chosen to replace its last Gaussian distribution with a new distribution with initial values $\omega_{5,t} = 0.2$ and $\sigma_{5,t}^2 = 10$, since it is then immediately included in the background model.

### 3.1.3 Tracking feature point method (TFPM)

The Tracking feature point method (TFPM) is used for estimate camera movements. In the TFPM, feature points are extracted from a frame and then a feature-tracking algorithm is estimating the point’s translational displacement in the next frame.

In the TFPM, a block with the size $[31, 31]$, is chosen so that it covers a feature point in a frame. Each pixel in the block has the grey colour value $G(x, y)$, where $x$ and $y$ are the position in the image matrix. A candidate block, that covers a candidate feature point in the next frame, has the grey pixel value $F(x + h_x, y + h_y)$, with the displacement $h$. The aim is to find the displacement $h$ where $G(x, y) = F(x + h_x, y + h_y)$ and this can be achieved by the following iteration.

$$h_{k+1} = h_k + H^{-1} \sum_{x,y} [\nabla F]^T [G(x, y) - F(x + h_{x,k}, y + h_{y,k})]$$  \hspace{1cm} (3.10)

The initial value is set to $h_0 = 0$. The gradient $\nabla F = [\frac{\partial F}{\partial x}, \frac{\partial F}{\partial y}]$ is calculated with the displacement $h_k$ and $H = \sum_{x,y} [\nabla F]^T [\nabla F]$ [32].

The feature points are extracted from a frame by first dividing the entire frame into blocks, each block contains one potentially feature point. For finding blocks that contains strong feature the $H$ is determined for every block and then the two eigenvalues $\lambda_1$ and $\lambda_2$ are calculated for each $H$. A block is decided to be a feature point block if

$$\min(\lambda_1, \lambda_2) > \lambda$$  \hspace{1cm} (3.11)

for a threshold value $\lambda$ [33]. In this method, I have chosen to use the value
Figure 3.3: An example of four feature points that with the TFPM has estimated the points’ translational displacement in the next frame step by step. The path that has the colour green shows the forward tracking and the colour red shows the backward tracking.

$\lambda = 50$ based on what gave the best result when testing the method. Furthermore, feature points that are positioned on moving objects are removed. This is because, feature points in the background are only wanted when its movements are consistent with the camera.

In addition to the first tracking point procedure, the feature-tracking algorithm is repeated from the tracked feature points’ position in the next frame backwards to the previous frame. The distance error between the original feature point position and the resulting feature point position after tracking both forward and backward is calculated with the $L_2$ norm [31]. If the distance error exceeds a threshold of 1.4143, the feature point is considered to be unreliable and is eliminated.

An example of the TFPM can be seen in figure 3.3. The figure shows four feature points where the translational displacement has been estimated in the next frame step by step. The path that has the colour green shows the forward tracking and the colour red shows the backward tracking.

The iteration for calculating the displacement $h$ is ended when the block error in one iteration is larger then the block error from the previous iteration. The number of iterations has a limit of 10 iterations. The camera movements are then calculated by taken the mean of the displacement values from all the remaining feature points.
3.1.4 Object segmentation method (OSM)

This method is used for segmentation of all the detected pixels into objects. The detected pixels are the pixels that have been determined as being part of a moving object by the GMM.

In the Object segmentation method (OSM), one of Matlab’s function bwlabel was used. The function uses a binary image, where the ones are representing detected pixels and zeros are representing background pixels. The function labels and divides a binary image into different components. This is done by calculate the detected pixels connected components in the binary image. In this function, either 4-connected objects or 8-connected objects can be used, where the last-mentioned divides the image into more objects than the first-mentioned. Then, all the pixels that belong to the same objects are labelled with the same number. The background pixels are labelled with the number zero.

In this work the 8-connecting object method has been chosen, because it is preferable to have too many objects and then, if needed, merge some of them together, instead of having too few objects and then try to find a way to split them. The modified MSA is used to decide if different objects are actually part of the same object and therefore should be merged together. When merging objects together their different labels are just changed to the same number.
In panel 3.4 an example of the Matlab function bwlabel. In the panel to the left an example of a binary image can be seen. The panel to the right shows when the function bwlabel has been used.

### 3.1.5 Mean shift algorithm (MSA)

#### Traditional MSA

The Mean shift algorithm (MSA) is using object modelling to decide which object detections in two subsequent frames that belongs to the same objects. For the object model a feature histogram distribution based on hue, saturation and value, HSV, colour map is calculated and the u-th feature characteristic probability is defined as

$$\hat{q}_u = C \sum_{i=1}^{n} k(\|\frac{x_0 - x_i}{h}\|^2)\delta[b(x_i) - u] \quad (3.12)$$

where \(\{x_i\}_{i=1}^{n}\) is the pixel locations in the object region, \(x_0\) is the central pixel in the object region. The parameter \(h\) is the bandwidth and \(\delta\) is the Kronecker delta function. The function \(b(x)\) calculates which bin in a quantized feature space a pixel belongs to. A common number of bins to use are 16 x 16 x 16. The function \(k(\|x\|^2)\) is a kernel function and a commonly used kernel is the Epanechnikov kernel

$$k(\|x\|^2) = \begin{cases} (1 - \|x\|^2) & if \|x\| \leq 1 \\ 0 & if \|x\| > 1 \end{cases}$$

The normalized factor \(C\) is defined as

$$C = \frac{1}{\sum_{i=1}^{n} k(\|\frac{x_0 - x_i}{h}\|^2)} \quad (3.13)$$

which assures that the condition \(\sum_{u=1}^{m} \hat{q}_u = 1\) is fulfilled.

Figure 3.5 shows examples of hue, saturation and value histogram distribution that are used to model an object.

In the next frame, the object candidate region u-th feature characteristic probability is defined as

$$\hat{p}_u(y_i) = C \sum_{i=1}^{n} k(\|\frac{y_i - x_i}{h}\|^2)\delta[b(x_i) - u] \quad (3.14)$$

where \(y_i\) is the center of the region and \(C\) is a normalized factor. The
similarity between the initial object model and the candidate object model is measured with the Bhattacharyya coefficient that is calculated as

$$\hat{\rho}(y) = \rho(\hat{p}(y), \hat{q}_u) = \sum_{u=1}^{m} \sqrt{\hat{p}_u(y)\hat{q}_u}$$ (3.15)

The distance between the two distributions is calculated as

$$d(y) = \sqrt{1 - \hat{\rho}(y)}$$ (3.16)

For finding the best location for the candidate region the $\hat{\rho}(y)$ should be maximized. This is done by estimating the weights

$$w_i = \sum_{u=1}^{m} \sqrt{\frac{q_u}{p_u(y_i)}} \delta[b(x_i) - u]$$ (3.17)

Then the next location of the candidate region is derived according to

$$y_{i+1} = \frac{\sum_{i=1}^{n} x_i w_i g(\|\frac{y_i - x_i}{h}\|^2)}{\sum_{i=1}^{n} w_i g(\|\frac{y_i - x_i}{h}\|^2)}$$ (3.18)

where $g(||x||^2) = -k(||x||^2)$. This process is repeated until $||y_{i+1} - y_i|| < \varepsilon$ or the number of iteration reaches a maximum value, [4] [17] [30].
Modified MSA

In this work a modified version of the MSA was used. The idea is to compare a detected objects’ histogram and size in one frame with all possible candidate object histograms and sizes in the next frame around the same area and find the best match.

The u-th feature characteristic probability is changed to

\[ \hat{q}_u = C \sum_{i=1}^{n} \delta[b(x_i) - u] \] (3.19)

where only the pixels that have been detected by the GMM are included in the calculation. A kernel function is not used and consequently all pixels contribute with the same amount to the feature histogram. The normalized factor \( C \) becomes

\[ C = \frac{1}{n} \] (3.20)

The u-th feature characteristic probability of the candidate object is calculated in an analogue way

\[ \hat{p}_u(y) = C \sum_{i=1}^{n} \delta[b(x_i) - u] \] (3.21)

Here, \( \hat{p}_u(y) \) is referring to the candidate object which has its centre in \( y \).

The feature histogram is calculated for the current object in a frame and for all the candidate objects that has its centre point in a search area in the next frame. The search area is a circle centred in the same place as the current object had its centre. The circle radius \( R \) is calculated as followed

\[ R = \begin{cases} 
\max(w_0, h_0) + 10 & \text{if } \max(w_0, h_0) < 90 \\
100 & \text{if } \max(w_0, h_0) \geq 90
\end{cases} \]

where the parameter \( w_0 \) is the width and \( h_0 \) is the height of the current object. The value 100 is decided to be the maximal movement an object can take between two frames. The decisions for calculating the radius are based on the movements the moving object had in the different videos that have been available for testing.

The Bhattacharyya coefficient \( \hat{\rho}(y) \) is used to measure the similarity between the two distributions. The similarity in size \( A(y) \) of two objects are calculated as followed
\[ A(y) = \frac{\min(w_y/w_0, w_0/w_y) + \min(h_y/h_0, h_0/h_y)}{2} \] (3.22)

where the parameter \( w_0 \) is the width and \( h_0 \) is the height of the current object. The parameter \( w_y \) is width and \( h_y \) is the height of the candidate object.

A detected object in the next frame is only considered as a candidate object if \( \hat{\rho}(y) > 0.5 \), \( \min(w_y/w_0, w_0/w_y) > 0.3 \) and \( \min(h_y/h_0, h_0/h_y) > 0.3 \). The values of these thresholds are chosen so that they helped to decrease the false detection rate, without risking to remove detections of the moving objects. If none of the objects in the next frame fulfils these constraints, the current object is considered to have disappeared.

The similarity measurement \( s(y) \) is determined as

\[ s(y) = \frac{\hat{\rho}(y) + A(y)}{2} \] (3.23)

The candidate object that gives the largest value of \( s(y) \) is determined to represent the current object in the next frame.

In some cases, several smaller detected objects belong to the same larger object and they need to be merged together. Because of this, when the current object has found its best match among the candidate objects, a new calculation of the similarity measurement is done. The measurement is now calculated for the candidate object, which had the best match, merged together with each and everyone of all the other candidate objects in the search area. If adding some of the other candidate objects increases the similarity measurement, they are merged together with the candidate object that had the best match. When merging objects together, all the detected pixels for the different objects are the referring to the same object and a new centre point and size is calculated.

### 3.1.6 Removal of false detections (RFD)

In order to improve the method further, two different kinds of filter that should remove false detections of moving objects have been implemented. One filter that checks the sizes of the objects and one filter checks the movements of the objects.

If a detected objects’ width or height exceeds a threshold of 5 and it is not in contact with another moving object it is considered to be noise and it is then classified as false detection.
A detected object has to move a certain length in the first frames to be classified as a moving object, otherwise it is considered to be static and is therefore classified as a false detection. I have chosen to look at the first six frames and the detected object has to have moved at least a length of ten pixels, calculated with the $L_2$ norm.

All false detections are removed by including them in the GMM that models the background.

### 3.1.7 Manual modification of the result (MMR)

The purpose of the implemented software is to facilitate the user to manually improve the resulting moving objects data, which is produced from the method for detect and tracking of moving objects in videos.

In the software, videos can be played with the data of the detected moving objects. All moving objects and frames are numbered in the videos. The user can then choose which detections of the moving objects that is correct and should be retained. In the software, the number of these objects can be filled in and all the other objects are then removed.

The user can remove inaccurate detections from a chosen number of frames, where a moving object occurs. This can be done both in the beginning and in the end of the moving objects trajectory.

The user can also specify if several objects are part of the same object and should be merged into one object. The new merged objects height, width and trajectory are estimated. This is done by first including the different objects areas so they belong to one object and then by calculating the new height, width and center position which is a point on the trajectory. Secondly, if there are frames in between the objects where the detection of the moving object is missing, the object information is estimated with linear interpolation using the objects' data from the frame it last occurred in and from the first frame it reappeared in.

### 3.1.8 Evaluation of the methods

The evaluation of the performance of the method is focused on the methods ability to detect and track moving objects.

In the evaluation process, there is a problem of not having real measurements of the contour and trajectories of the different moving objects in a video. Thus, the result from the method cannot be compared to the real measurements to validate their correctness. In this evaluation, the measurement for the moving objects are manually determined in each frame and used
as validation data. Hence, the trajectory of the center point of each moving object is manually calculated. Since this process is very time-consuming only the width and height of the objects are measured instead of the entire contour. Manually determined validation data contains a lot of errors, like inaccurate measurement when for example a moving object is blurry and do not have sharp edges.

As the video material, the proposed method was tested on four different videos. These videos contain different complex situations that the method is supposed to be able to handle.

In the first movie the background is static and contains one scene change. In both scenes there is one object which is moving fast in one main direction. The object changes its shape and sometimes some parts of the object has a similar color as the background surrounding it.

In the second video, the background is mostly static but in some parts it is dynamic. The camera shakes and is sometimes making small and slow movements. There are several objects in the video and it also occurs size changes, occlusions and objects that have similar color as the surrounding background.

The third video has a static background with camera shakes and several scene changes. There are small fast moving objects and one larger moving object that can be seen as noise instead of smooth pursuit movements. Objects are sometimes under occlusions and it happens that objects divide into several smaller objects.

The fourth video has a static background with camera shakes. There is one small moving object that is under occlusion in parts of the video.

### 3.2 Comparison between the eye movements smooth pursuit and moving objects

The aim of the second part of this thesis is to develop an automatic evaluation strategy of an detection algorithm for eye tracking data. Specifically, the trajectories of moving objects are compared to the trajectories of smooth pursuit eye movements. The proposed evaluation method measures how well the eyes are following the moving objects.

#### 3.2.1 The method

In the evaluation method, distance measure are defined between the gaze trajectory and each of the moving object trajectories. For gaze trajectories,
preanalysed data has been used which were generated as follows: The eye movements have been estimated using an eye tracker. Then, an event detection algorithm has been used to evaluate the eye tracking data and determine if the eye movements are of the type of fixation, saccade or smooth pursuit [24].

In the evaluation method, the measurement on how well the eyes are following a moving object is done by calculating the distance between the point of gaze and the object's center point. The distance is calculated with the $L_2$ norm and this is done in every frame.

3.2.2 Evaluation of the method

In order to investigate if the method gives a reasonable result, the automatic evaluation method has been tested both on the estimated moving object data and on manually annotated object data.

The video material used for evaluation of the performance of the method are the first and the fourth videos that are described in the section 3.1.8. The data that contains the manually measured center point of the moving objects for those two videos are also the same that are described in that section. The reason for only using the first and the fourth video was that they had already completed eye tracking data available.
Chapter 4

Results

4.1 Detection and tracking of moving objects in video sequences

In this section, the main results of the development of the detection and tracking method is presented. The results of the proposed method show its ability to detect and track objects in different video scenarios. Figures 4.1-4.12 show examples from the development process of the method. While figures 4.13-4.17 show the resulting performance of the finalised method different video scenarios.

4.1.1 Test setup 1

The result of using only the GMM is presented in this section.

The GMM gives adequate results when the background is static and the object differ in colour from the background. An example of this scenario is shown in figure 4.1 a), which shows the resulting detections for one frame in the first video. Here, the background is static and the parts of the object that differs in colour from the background are detected correctly. However, the method fails to detect the object in the parts where the colour is almost the same as the surrounding background.

When the background is dynamic and when the camera is moving and shaking the method suffer from false detections, but the moving objects are still correctly detected as long as they differ in colour from the background. This can be seen in figure 4.2 a), which shows detections for a frame from the second video, where the two moving objects are detected but there are also a lot of false detections. The moving object in the right side in the frame
is hard to distinguish from the false detections. The majority of the false detections are caused by small movements of the camera and some of it are caused by things like moving leaves.

A result for a frame in the third video is shown in figure 4.3 a). Here, the background is static and there are little camera shakes. The video contains a small fast moving object, which is detected correctly. There are also false detection caused by camera shakes. There are also detections of a person to the right in the frame, that only moves a little and therefore should be considered as a false detection.

An example from the fourth video is shown in figure 4.4 a), where there is a static background that suffers a lot from camera shakes. The resulting video is covered with false detection from all the camera shakes. There is one small moving object that is detected, but it is difficult to distinguish from all the false detections.

4.1.2 Test setup 2

In this section the result of using both the GMM and TFPM is presented. After adding the TFPM to the GMM the result for the videos with moving or shaking camera are in most cases improved. The best result is given when the camera makes small translational movements.

A result from the first video, which has a static environment, can be seen in figure 4.1 c). Here, when adding the TFPM causes extra false detections. The reason for this may be that some feature points are placed on the moving object, which then contributes to the camera movement estimation.

In figure 4.2 c) the improvement can be seen in the second video where the camera makes small and slow movements. After adding the TFPM, the false detections have been reduced significantly and the two moving objects are clearly showing in the frame.

Figure 4.3 c) shows a reduction of the false detections that are made from camera shakes in the third video. The false detections of a person moving to the right are not improved, since those false detections are not a result of the camera movements.

Figure 4.4 c) shows that the false detections in the fourth video have been reduced only slightly. This is because the camera has a lot of camera shakes. Additionally, it seems to have both rotational and translational movements and the TFPM is only supposed to handle translational movements. Furthermore, the result shows that the moving object is more visible after adding the TFPM.
4.1.3 Test setup 3

The result, presented in this section, is of using GMM, OSM and MSA together.

Dividing the detected pixels, from the GMM, into different objects with the OSM method and using the MSA to merge together different detected parts that should belong to the same moving objects, gives poor result when there are a lot of false detections. Using the MSA for tracking of each moving object though the different frames works most of the time, but the result depends on the amount of false detections.

In the first video, there are very little false detections and based on the detected pixels the moving object is segmented accurately, which can be seen in figure 4.1 b). The missing part of the moving object is the result of the GMM inadequate performance. Using the MSA to merge together different detected parts that should belong to the same moving objects works some time, but not when the different detected parts are too far away from each other.

Figure 4.2 b) shows the result for one frame of the second video. There are a lot of false detections in the frame and of the two moving objects in the frame are segmented correctly. Both sizes of the detected moving objects are too large because it includes falsely detected pixels.

In figure 4.3 b), the results of the third video can be seen. Since the small moving object in the frame is not surrounded by falsely detected pixels, it is segmented correctly. The person to the right in the frame is only moving a little and should therefore not be classified as a moving object and it is also not segmented correctly.

In the fourth video, the segmentation of objects fails completely, which can be seen in figure 4.4 b), due to that the frame is covered in false detections. The majority all of the detected pixels, that are included in the segmentation of the small moving object, are falsely detected pixels.

4.1.4 Test setup 4

In this section the result of using GMM, OSM, MSA and TFPM is presented.

When using the TFPM together with the GMM, OSM and MSA, the moving objects are detected more correctly, due to the reduction of the falsely detected pixels. Merging together different detected parts that should belong to the same moving objects, using the MSA, works some times. It is rarely that the MSA merge together detected parts to the moving objects that do not belong to it. The processes of using the MSA for tracking of
each moving object though the different frames are also improved when the TFPM is added.

Figure 4.1 d) shows a frame for the first video. Here, the segmentation of the moving object is basically the same as before when the TFPM was not used.

When the TFPM has decreased the level of falsely detected pixels in the second video, one of the moving object segmentations is accurate and the other is almost correct but some false detected pixels are included in the detected object. This can be seen in figure 4.2 d).

Figure 4.3 d) shows the result for one frame in the third video. The small moving object is still segmented correctly.

The result for the fourth video is still containing a lot of falsely detected pixels. However, when adding the TFPM the small moving object seems to be segmented in a correct way. Figure 4.4 d) shows a frame for the fourth video.

4.1.5 Test setup 5

The result of using the GMM GMM, OSM, MSA, TFPM and RFD is presented in this section.

When the RFD is added to the GMM, OSM, MSA and TFPM, the number of false detections decreased significantly. The filter that removes too small objects, in the RFD, is the major cause of the reduction of the number of false detections. Adding the filter that removes nonmoving objects, in the RFD, adds further to this reduction.

Figure 4.5-4.8 a) and b) show the results when using the filter that removes the small objects only and c) and d) show the results when using both filters.

Figure 4.5 shows the results from the first video. The false detections are decreased considerably when small objects are removed and a few more are removed when nonmoving object are removed.

The filter that removes small objects is heavily reducing the number of false detections in the second video, which can be seen in figure 4.6. Before using the filter, only one of the moving objects were segmented correctly but now both segmentations are correct. Adding the filter that removes nonmoving objects are reducing false detections a little bit more.

In the third video, the removal of small objects are reducing the false detections and adding the removal of non moving objects are reducing false detection some more. This can be seen in figure 4.7.
Figure 4.1: The result for frame 20 in video 1, where there is one moving object that has its centre point at [340, 313]. a) The detected pixels using GMM. b) The detected objects using GMM, OSM and MSA. c) The detected pixels using GMM and TFPM. d) The detected objects using GMM, TFPM, OSM and MSA.
Figure 4.2: The result for frame 100 in video 2, where there are two moving objects that have their centre points at [401, 298] and [679, 252]. a) The detected pixels using GMM. b) The detected objects using GMM, OSM and MSA. c) The detected pixels using GMM and TFPM. d) The detected objects using GMM, TFPM, OSM and MSA.
Figure 4.3: The result for frame 50 in video 3, where there are two moving objects that have their centre points at [175, 336]. a) The detected pixels using GMM. b) The detected objects using GMM, OSM and MSA. c) The detected pixels using GMM and TFPM. d) The detected objects using GMM, TFPM, OSM and MSA.
Figure 4.4: The result for frame 150 in video 4, where there are two moving objects that have their centre points at [424, 146]. a) The detected pixels using GMM. b) The detected objects using GMM, OSM and MSA. c) The detected pixels using GMM and TFPM. d) The detected objects using GMM, TFPM, OSM and MSA.
In figure 4.8, result for the fourth video is shown. Here, the filter that removes small objects decreases the false detections a lot and when additionally using the second filter, that removes nonmoving objects, the number of false detections decreases a lot as well.

4.1.6 Summary over video sequences of the proposed method

The proposed methods are in most cases able to detected and track the entire or parts of the moving objects in the video sequences. False detections appear in video sequences where the background is dynamic or the camera is shaking or moving.

In figure 4.9, all detected and tracked moving objects in the first video can be seen. The background is static and therefore there appear only a couple false detections. The two moving objects are partly or completely detected and tracked though the frames. The MSA has failed to merge parts of the same moving object together. This is because those parts are too far away from each other when the parts in between are lost when the moving objects and the background have a similar colour. The video has one change of scenery between the two moving objects, which the methods are able to handle.

The moving objects in the second video is shown in figure 4.10. The two moving objects are almost correctly detected and tracked in the video sequence. One of the objects is divided into two different detections during a few frames, when the object is under occlusion. There are a lot of false detections mostly caused by the dynamic background occurring in a certain part of the frames. Often the false detections are small and disappear after a few frames.

In the sequence for the third video, the fast and small moving object are accurately detected and tracked, which can be seen in figure 4.11. All of the false detections shown in the figure are from the person in the video that is moving a little bit and is therefore considered to be noise and not a moving object.

Figure 4.12 shows the detected and tracked moving objects in the third video. It takes some frames before the methods manage to detect the small moving object in the video and it is lost a couple of times. The cause of this is that the moving object is under occlusion at those times. There are plenty of false detections because of the camera shakes, which seems to be both translational and rotational. The TFPM method is only estimating the translational displacement of the camera.
Figure 4.5: The result for frame 20 in video 1, where there is one moving object that has its centre point at [340, 313]. In all of these result, GMM, TFPM, OSM and MSA, are included in the method. a) The detected pixels and b) The detected objects, here the methods have been used together with the filter that removes too small objects in RFD. c) The detected pixels and d) The detected objects, here the methods have been used together with a filter that removes non moving objects in RFD.
Figure 4.6: The result for frame 100 in video 2, where there are two moving objects that have their centre points at [401, 298] and [679, 252]. In all of these results, GMM, TFPM, OSM and MSA, are included in the method. a) The detected pixels and b) The detected objects, here the methods have been used together with the filter that removes too small objects in RFD. c) The detected pixels and d) The detected objects, here the methods have been used together with a filter that removes too small objects and a filter that removes non-moving objects in RFD.
Figure 4.7: The result for frame 50 in video 3, where there is one moving object that has its centre points at [175, 336]. In all of these result, GMM, TFPM, OSM and MSA, are included in the method. a) The detected pixels and b) The detected objects, here the methods have been used together with the filter that removes too small objects in RFD. c) The detected pixels and d) The detected objects, here the methods have been used together with a filter that removes to small objects and a filter that removes non moving objects in RFD.
Figure 4.8: The result for frame 150 in video 4, where there is one moving objects that has their centre points at [424, 146]. In all of these result, GMM, TFPM, OSM and MSA, are included in the method. a) The detected pixels and b) The detected objects, here the methods have been used together with the filter that removes to small objects in RFDd. c) The detected pixels and d) The detected objects, here the methods have been used together with a filter that removes too small objects and a filter that removes non moving objects in RFD.
4.1.7 The proposed method with MMR

When the resulting proposed method is used together with MMR, the desired object detections are extracted and by that, all false detections are removed. In figures 4.13-4.17 the remaining moving objects are compared to the real measurements of the moving objects, which has manually been determined. In each figure, a) a frame with the detected object is shown. In b) trajectory showing the moving objects centre positions in each frame both from the real and estimated measurement. In c) shows the distance calculated as the $L_2$ norm, between the real and estimated measurement of the centre position in the different frames. In d) the ratio of the real and estimated measured area of the moving objects in the different frames is shown.

Figures 4.13 and 4.14 show the result for two different video clips in the first video. In the first video clip, using MMR, three different parts of the first moving objects have been merged together and in the second video clip four different parts of the second moving object has been merged together, where the end of one of the parts trajectory has been removed. In figure 4.9, the different parts that have been detected can be seen. Because of the similar colour that the moving object and the background have, parts of the moving object fail to be detected. This causes the centre point to deviate from its real trajectory in a lot of the frames, which can be seen in figure 4.13. The colour of the moving object and the background differs a little bit more in the second video clip and therefore gives a better result, which can be seen in 4.14. The ratio of the estimated and real error is closer to one and the estimated trajectory follows the real trajectory much better.

The result for the first moving object in the second video can be seen in figure 4.15. The detection of the moving object is only divided in two parts during a few frames. The two detected parts, which can be seen in figure 4.10, are merged together with the MMR. When the moving objects first appear in the frame, the method do not manage to detect the entire object area. Therefore, the estimated centre position and area is inaccurate in the beginning. After that, the performances of the methods are improved and their estimation of the trajectories follows the true trajectories better.

In the third, video the MMR has been used to extract one moving object from all the false detections. All the detections can be seen in figure 4.11. The result for the one extracted moving object is shown in figure 4.16. The moving object is small and fast and the background surrounding it is of one colour which is different from the object. Because of this, the method
Figure 4.9: The detected and tracked moving objects in the first 130 frames of video 1, using the GMM, OSM, MSA, TFPM and RFD. The figure shows all the detections and the actual objects in the video. The actual moving object is shown with the colour blue, the detected and tracked moving objects that are part of an actual moving object is shown in green colour and false detections are shown in red colour.
Figure 4.10: The result from detecting and tracking moving objects in the first 120 frames in video 2, using the GMM, OSM, MSA, TFPM and RFD. The figure shows all the detections and the actual objects in the video. The actual moving object is shown with the colour blue, the detected and tracked moving objects that are part of an actual moving object is shown with green colour and false detection is shown with red colour.
Figure 4.11: The detected and tracked moving objects in the first 150 frames of video 3, using the GMM, OSM, MSA, TFPM and RFD. The figure shows all the detections and the actual objects in the video. The actual moving object is shown with the colour blue, the detected and tracked moving objects that are part of an actual moving object is shown in green colour and false detections are shown in red colour.
Figure 4.12: The detected and tracked moving objects in the first 202 frames of video 4, using the GMM, OSM, MSA, TFPM and RFD. The figure shows all the detections and the actual objects in the video. The actual moving object is shown with the colour blue, the detected and tracked moving objects that are part of an actual moving object is shown in green colour and false detections are shown in red colour.
produces an almost accurate estimation of the real trajectory.

Finally, in figure 4.17, the result for the fourth video is presented. Here, MMR has been used to merge together three detections, remove the beginning of the trajectory of one of them and remove the end of the trajectory of another. All detections are shown in figure 4.12. The video contains a lot of camera shakes and the moving object is under occlusion a few times. Therefore, the methods only manage to estimate the real trajectory roughly.

4.2 Automatic evaluation of smooth pursuit detections

In this section, the results of the automatic evaluation of smooth pursuit detections can be seen in figures 4.18-4.20. The result shows the eyes ability to follow the moving objects in video sequences with the eye movement smooth pursuit. In figures 4.18-4.20, the colour purple shows where the eyes are preforming smooth pursuit movements. Panel a) shows the distance between the point of gaze and the centre point of the moving object estimated with the proposed method. Here, the mean distance is also calculated from the first to the last moment that smooth pursuit movements occurs. In panel b) the distance between the point of gaze and the real centre point of the moving object that has been manually determined is shown. Finally in c), the difference between the result when using the proposed method and manually determined measurement is shown.

The result for the first moving object in the first video can be viewed in figure 4.18. In a), the mean distance was calculated to 179 pixels. a) and b) seem to have a similar results. The amount of error in c) varies, and by comparison with figures 4.13 c) and d), the amount of error is larger in roughly the same places as the area error is large and by that the centre position is more incorrect.

Figure 4.19 is showing the result for the second moving object in first video. In a), the mean distance was calculated to 193 pixels. Also here, for the second moving object, panel a) and b) shows a similar result, as the first moving object. The amount of error in c) seems to be a little bit lower, compared to the result for the first object. The error level is larger approximately where the objects’ area error is greater meaning that the centre position is more displaced, which can be seen in figures 4.14 c) and d).

The result for the fourth video can be seen in figure 4.20. In a) the mean
Figure 4.13: The result for the first detected and tracked moving object in video 1, when MMR has been used. The estimated measurements of the moving object are compared to the real measurements of the moving objects. In a), frame 20 of the detected object. In b), the moving objects centre position in each frame for both the real and estimated measurements. In c) the difference, calculated with the $L_2$ norm, between the real and estimated measurement of the centre position in the different frames. Finally in d), the ratio between the estimated and the real areas of the moving objects in the different frames.
Figure 4.14: The result for the second detected and tracked moving object in video 1, when MMR has been used. The estimated measurements of the moving object are compared to the real measurements of the moving objects. In a), frame 100 of the detected object. In b), the moving objects centre position in each frame for both the real and estimated measurements. In c) the difference, calculated with the $L_2$ norm, between the real and estimated measurement of the centre position in the different frames. Finally, in d), the ratio between the estimated and the real areas of the moving objects in the different frames.
Figure 4.15: The result for the first detected and tracked moving object in video 2, when MMR has been used. The estimated measurements of the moving object are compared to the real measurements of the moving objects. In a), frame 40 of the detected object. In b), the moving objects centre position in each frame for both the real and estimated measurements. In c) the difference, calculated with the $L_2$ norm, between the real and estimated measurement of the centre position in the different frames. Finally, in d), the ratio between the estimated and the real areas of the moving objects in the different frames.
Figure 4.16: The result for the first detected and tracked moving object in video 3, when MMR has been used. The estimated measurements of the moving object are compared to the real measurements of the moving objects. In a), frame 50 of the detected object. In b), the moving objects centre position in each frame for both the real and estimated measurements. In c) the difference, calculated with the $L_2$ norm, between the real and estimated measurement of the centre position in the different frames. Finally, in d), the ratio between the estimated and the real areas of the moving objects in the different frames.
Figure 4.17: The result for the first detected and tracked moving object in video 4, when manual sorting has been used. The estimated measurements of the moving object are compared to the real measurements of the moving objects. In a), frame 50 with the detected object. In b), the moving objects centre position in each frame for both the real and estimated measurements. In c) the difference, calculated with the $L_2$ norm, between the real and estimated measurement of the centre position in the different frames. Finally, in d), the ratio between the estimated and the real areas of the moving objects in the different frames.
distance in was calculated to 176 pixels. In a) and b) the results vary a little bit at many times, but it still contains the same main traits. In c), the error level is fluctuating a lot, which it also does in figure 4.17 c) and d) that shows the centre point position error and the area error of the moving object.

Based on the result in this section, the mean distance between the point of gaze and the centre point of the moving object, estimated with the proposed method, is 183 pixels.
Figure 4.18: Result for the automatic evaluation of smooth pursuit detections when it is applied to the first object in the video 1. The smooth pursuit movements of the objects are marked with the colour purple. In a) the distance between eye tracking data and the estimated data of the moving object. In b) the distance between the eye tracking data and the manually measured data of the moving object. In c) the distance error between the values in figures a) and b).
Figure 4.19: Result for the automatic evaluation of smooth pursuit detections when it is applied to the second object in the video 1. The smooth pursuit movements of the objects are marked with the colour purple. In a) the distance between eye tracking data and the estimated data of the moving object. In b) the distance between the eye tracking data and the manually measured data of the moving object. In c) the distance error between the values in figures a) and b).
Figure 4.20: Result for the automatic evaluation of smooth pursuit detections when it is applied to the object in the video 4. The smooth pursuit movements of the objects are marked with the colour purple. In a) the distance between eye tracking data and the estimated data of the moving object. In b) the distance between the eye tracking data and the manually measured data of the moving object. In c) the distance error between the values in figures a) and b).
Chapter 5

Discussion

In the development process of the detection and tracking method of moving objects in video, the major drawback was that it took a long time to run the programs for every single frame. This made every test of the program very time consuming and it limited the number of test that were possible to preform and also the number of frames included in every test. Therefore, it was difficult to make sure that the method would still have the same behaviour after running a long time.

The performance of the Guassian mixture model (GMM) gave adequate result when the background was static and the background and the moving object differs in colour. If the background is dynamic, it seems to be able to adapt to it to some extent, but the method still suffers from false detections. The GMM was not able to handle camera shakes movement.

The Tracking feature point method (TFPM) was able to reduce the number of false detections due to camera shakes and other movements. The method only calculates the translational movements of the camera. Therefore, one improvement that could be made to the method is to also include calculations of the rotational camera movements.

The Mean shift algorithm (MSA) seemed in most cases to be able to decide which of all detections of moving objects that belong to the same objects in two subsequent frames. The method is updating the object information based on the current frame only. If the updating of the object information instead depended on a number of past frames, it would probably give more reliable and stable results. The moving objects' feature characteristic probability and area could then be updated in a recursive way. The MSA sometimes fails when the moving object is under occlusion and when moving objects are passing each other and becomes mixed up. The performance of
the method would probably be improved if another method was added, like the Kalman filter or Particle filter.

A major influence of the resulting performance had the Removal of false detection (RFD), because it decreased the number of the false detections significantly in some cases. This method was added in the end of the development process because it turned out to be necessary due to all the false detections that the detection and tracking method suffered from.

The RFD could therefore be improved with a method that is better developed. Since the aim of this thesis is to detect and track moving objects that the eyes could follow with the eye movement smooth pursuit, one improvement of the method could be to evaluate the detected objects trajectories. Based on the trajectories traits, determine which object that could belong to moving objects and which ones are more likely to be noise. In combination, the size change could also be investigated when a moving objects area does not change as irregularly as the area of noise can change.

Because of the Manual modification of the result (MMR) method was added, false detected objects did not affect the end result. Therefore, the aim of the detection and tracking method was more to detect the entire area of the moving objects rather than decrease the false detections. Furthermore, if the moving object was divided into several detections or the detection was lost during a number of frames the method was able to compensate to some extent for that.

In the proposed method, only the width and height of the moving objects have been estimated. But, in the Object segmentation method (OSM), all the pixels that are included in the objects are determined and could be used to create binary images of the objects. It would then have strong enough edges so that an Active contour-based tracking method, that is used to calculate the contour of the objects, would unlikely fail.

Overall, the result from the detection and tracking method of moving objects in video sequences was able to detect and track the moving object in most part of the videos that were used in the evaluation process. The entire area of the objects sometimes fails to be detected specially when the video scenarios are more complex.

The automatic evaluation of smooth pursuit detections method showed a similar result when using the data of the moving objects that was manually determined and when the data that was estimated with the proposed method. For evaluating how well the eyes are following a moving object, the distance of the point of gaze and the centre position were measured. This may give misleading results, because the eyes may not always follow the centre position of an object but some other part of the object. If the contour was estimated
for the object, the automatic evaluation of smooth pursuit detections method could be developed further by calculating the distance between the point of gaze and the object area.
Chapter 6

Conclusion

The purpose of this thesis was to develop a method for automatic evaluation of smooth pursuit detections when viewing moving objects in videos. The first and main part of the work was to develop a method that detected and tracked moving objects in videos, based on investigations of already existing methods in field. A major issue in the developing process was that the computational cost was very high for the method. So, the ability to test the method was limited, due to that every test was so time consuming. The detection and tracking method of moving objects in video sequences gave adequate results when the background was static and the colour of the moving object differs from the background. As the environment becomes more dynamic and complex, the method suffers from false detections and sometimes fails to detect the entire object area. Since the method did not give sufficient results in all video scenarios, a manual modification of the result was performed trying to ensure that the result could still be used for the evaluation of eye tracking data.

The second part of the thesis was to develop an automatic evaluation of a smooth pursuit detection method based on the detected and tracked moving objects and eye tracking data that has already been previously annotated. In the method, the distance between the points of gaze and the moving objects centre point was measured. The mean distance was calculated to 183 pixels. The eyes may not always follow the centre position of an moving object, but rather some other part of the object. Hence, the method gives more satisfactory result when the objects are small. The evaluation of how well the eyes are following a moving object could therefore be developed further, by estimating the contour of the objects and then calculate the distance between the point of gaze and the object area.
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