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Abstract

As the Internet continues to grow so does the need for smarter networks that
can cater the ever-growing amount of traffic. Streaming media has in just a few
years become a major part of the Internet’s data flow, but the distribution of
streaming media is still done in the same, inefficient way traditional WWW content
is distributed. This leads to a potential decrease in both quality of service and
quality of experience. In order to make networks smarter, it is important to make
them able to understand their users. By dividing users into smaller clusters based
on their viewing preferences it will be easier to predict which content will become
popular, which in turn can be used for increasing the users’ quality of experience
e.g., by caching the content in a closely located distribution server.

In this thesis, an analysis of the Swedish state-owned streaming video service
SVT Play is done based on data traffic collected in a Swedish city during the 2012
London Olympics (2012-07-27 — 2012-08-12). More general analyses to understand
user behaviour are done separately for general SVT Play data and data related to
the Olympic Games. Methods for clustering users on a content access basis are
then suggested.

Keywords: Online user clustering, Content popularity prediction, Stream-
ing media distribution
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Sammanfattning

I takt med att anvindandet av Internet och behovet av hoga Gverforingshastigheter
Okar behovs nitverkslosningar som dr smartare dn de vi har idag. Att bygga ut
nétverken med fler optiska fibernét ar inte en ekonomisk l6sning, sarskilt inte nér
Internet vixer sa snabbt som det gor idag och inte visar nagra som helst tecken
pa att sakna ned.

Ett sédtt att minska mingden data som Gverfors mellan olika nétverk ar att
anvinda sig av lokala lagringsservrar som kidnner av vilket innehall pa Internet
som haller pa att bli populart. Om man kan spara ner t.ex. ett YouTube-klipp i
en stad dir manga tittar pa just det klippet, behover invanarna i den staden inte
skicka sina forfragningar hela vigen till YouTubes egna servrar. Forutom att ta
bort belastning fran de stora nitverken som gar t.ex. mellan stider innebédr denna
16sningen dessutom att anvindaren far hem videon snabbare.

I denna understkning har en métning gjorts i ett stadsnét i en medelstor svensk
stad. All data som skickats till och fran videotjansten SVT Play har sparats ner
och analyserats. Métningarna gjordes under séndningarna fran OS i London 2012.
SVT hade mycket sdndningar som var exklusiva for SVT Play och som inte visades
pa de vanliga TV-kanalerna.

I analysen visade det sig att anvindare kan grupperas i olika intressegrupper
beroende pa vilka videor de tittat pa. Genom att veta vilka intresseomraden en
grupp anvindare har, kan man ocksa automatiskt fa “lagringsstationer” néra just
dessa anvindare sa att de kan fa snabb tillgang till sdidant de med hog sannolikhet
kommer titta pa. Det visade sig t.ex. att en stor grupp anvindare endast tittar
pa barnprogram och ingenting annat.

Det finns redan idag metoder f6r att spara program pa lokala servrar men de
flesta har bristen att de inte vet vad som kommer bli populirt férrdn det redan
har blivit populért. Detta dr ett problem som skulle kunna I6sas atminstone delvis
med hjélp av anvdndargrupperingen som visas i denna analys.
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Chapter ]_

Introduction

The Internet is a big place. It is also a very crowded place. New technology
means faster bit transfer rates and faster bit transfer rates lead to more new
technology. In the end of the previous century, around 1990 when the Internet
started its real growth, who could have imagined that they would be watching
streaming video over the Internet just a few years after they had had to wait for
two hours to download a short sound clip with their 56.6 kB/s modem? Indeed,
the Internet has come a long way since then and streaming video is becoming one
of the major contributors of Internet traffic in networks. Some events are bound
to be more popular than others, in streaming media just like on the old-fashioned
television. One example of an event that surely is popular with almost everyone
is the Olympic Games. In 2012, the Games of the XXX Olympiad took place in
London and for the first time ever in Olympic history, the games were extensively
covered in streaming video services worldwide.

1.1 Internet usage

The Internet has been growing for many years now. In 2011, the total Internet
Protocol (IP) traffic per month was 30.734 EB (one exabyte is 10'® bytes). Of this,
597 PB (1.94%) was mobile traffic (one petabyte is 101° bytes). This is expected
to increase to 110.282 EB by 2016, of which 10.804 EB (9.80%) will be mobile
traffic [5] and by 2018 around 13 EB will be transfered by mobile units [6]. New
technology which leads to higher bitrates over both mobile networks and fixed
networks has made it not only possible, but also very plausible to stream video
and other content. Against this background and with this new technology, it is
interesting to see how popular it has been to watch the Olympic Games over the
Internet. Earlier years, it has been difficult to stream video content to mobile
phones because of the low bitrates in the mobile networks. Now it is possible to
do so with fair quality. Since people can not always be at their homes watching
the games on their television sets, maybe they will watch it on-the-go on their
mobile phones, instead.

The last few years, streaming media from the Internet has become more and
more popular with sites like YouTube that was released in 2005. Several TV
stations have gone with the times and now allow streaming of content at any
time and on a multitude of platforms, such as phones, IPTVs, tablets, etc. This
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content has earlier been accessible only in real-time via television receivers. Some
VoD (video on demand) suppliers, such as SVT Play, even offer content that is
not televised and only accessible via the online streaming service.

The way streaming services work today are highly inefficient. Each end user
needs their own unicast connection to the server and this can put a huge load
on the transmission channels. This will first and foremost be a problem in the
mobile networks, that are already struggling with data traffic overload since the
smartphones entered the market [7]. One way to partially remedy the problems is
with smarter networks. If a lot of users in a certain area like watching the same
content on VoD services, it could be possible to cache it close to the users and
send it to them when they request it. In some cases it could even be possible to
predict what the users will be watching, and pre-cache content before any user
even requests it. This is especially true for live streams, that by their nature
have to be watched in real-time. If one could predict the popularity of streams in
certain areas or for certain demographics, one could do away with the necessity
for a unicast connection to every user.

1.2 SVT Play

SVT Play (www.svtplay.se) is an online streaming service owned by Sveriges
Television (SVT), a Swedish national television broadcaster. It is free for anyone
to use but access to some of the content is limited to users within Sweden. SVT is
funded partially by a fee that is compulsory for everyone with a TV receiver to pay.
This removes the need for advertising and this ensures SVT can be idependent from
commercial companies, political parties and other interest groups and therefore
remain unbiased. Copyright laws may, however, stop SVT Play from being able
to stream all shows to all platforms or all countries [8§].

This was the case for the Olympic Games. In the U.S., NBC paid $1 180000 000
for the sole rights to broadcast the Olympic Games [9]. SVT Play had to block
viewers from outside of Sweden. During the period of the London Olympic Games,
SVT Play had several live streams available for viewing. Some of the programmes
shown on live streams were SVT Play exclusive; they were not broadcast on regular
TV.

1.3 IPNQSIS

IPNQSIS, or IP Network Monitoring for Quality of Service Intelligent Support, is a
project whose main objective is measuring the quality of experience for end users.
IPNQSIS in turn is part of the Celtic-Plus initiative. Celtic-Plus “is an industry-
driven European research initiative to define, perform and finance through public
and private funding common research projects in the area of telecommunications,
new media, future Internet, and applications & services focusing on a new ‘Smart
Connected World’ paradigm” [10].

IPNQSIS is unique in that it takes both the network performance, quality
of service (QoS) and the end user’s experience, quality of experience (QoE) into
consideration when trying to measure the quality of communication systems. The
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project is a continuation on earlier projects such as Traffic Measurements and
Models in Multi-Service Networks (TRAMMS), which did not focus as much on
user patterns and user behaviour.
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Chapter 2

Background

This chapter provides the motivation behind this thesis, as well as the background
required to understand it.

2.1  Motivation

When the Internet first started evolving around the year 1969, it was a small
network between a few universities in the U.S. and was never meant to be used
by almost everyone the way it is today (something that is made painfully evident
by IPv4 addresses running out). With the advent of the killer applications of
the Internet, the World Wide Web and e-mail for example, the user base began
growing incredibly fast. Figure shows the amount of users connected to the
Internet during 2001-2011.

«10°  MNumber of internet subscribers between years 2001 and 2011.

25

Murnber of internet users

2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011
Year

Figure 2.1: In the last few years the number of users on the Inter-
net and with it the amount of data transfered, has increased

manyfold [11].

Accessing Internet with mobile phones is a new and ever-growing paradigm.
According to [6] the number of subscriptions for Long Term Ewvolution (LTE) or
High Speed Packet Access (HSPA) technologies have increased greatly since 2009,
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while the number of subscribers for the Global System for Mobile Communications
(GSM) and Enhanced Data rates for GSM Evolution (EDGE) services will start
to decline around 2013. By 2018, a great majority of all subscribers will use one
of the technologies with a fast data transfer rate. Between 2012 and 2018 it is
believed the amount of mobile network data from tablets will increase by a factor
40, smartphones by a factor 14 and personal computers by a factor of 7, giving a
total of a mobile data growth by a factor 12. The huge growth is driven mainly by
video streaming over mobile Internet. The prognosis from [6] can be seen in Figure
A prognosis for the number of subscriptions in the world can be seen in Figure
[2:33] Figure 2:4] shows some historical data for the amount of data transfered in
mobile networks, both voice and Internet.

w10t Data usage in mabile netwarks.

14

Amount of data (PEB)

1]
210 20m 2mz2 0 213 24 2018 21 2017 2018
Vear

Figure 2.2: The predicted growth of the data usage in mobile net-
works between years 2010 and 2018 [6].

% 10 Murnber of robile broadband subscriptions

Subscriptions

o
2008 2009 2010 2011 2012 2013 2014 2015 2016 2017
Year

Figure 2.3: The predicted growth of the number of mobile network
subscribers between years 2010 and 2017 [6].
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17

%10 Amount of data traffic per month on mobile netwarks

0

2007 2008 20039 2010 201 202
Year

<10 Amount of voice data per month on mobile netwaorks

0
2007 2008 2003 2010 201 202
Year

Figure 2.4: (a) The amount of Internet data traffic per month in
mobile networks from 2007-2012.
(b) The amount of voice data traffic per month in mobile net-
works [6].

The technology to do something about this growing problem already exists
and it is in the Internet service providers’ (ISPs) interests to decrease the amount
of data traffic. If networks become smarter, there might not be any need to
redimension the existing networks to handle increasing amounts of data, something
that will decrease the cost of operation for ISPs. In Figure a typical network
as they work today can be seen. In (a), three users that are positioned behind
the same network node (router, gateway, etc) request the same video, Video “A”.
The network node is stupid and does not realise they want to see the exact same
thing, it is only there to pass the requests on to the next node in the network, until
the content server is reached on the other side of the Internet. In (b), the server
receives the three requests and treats them as three separate requests, responding
to each one of them by starting the stream of Video “A”. The obvious flaw in
this behaviour is, of course, that three identical copies of the same stream is sent
through the entire Internet from the originating server or another server with the
requested data, just to eventually end up at more-or-less the same place.

If the network node close to the three users understood what it was doing
better, it could have a solution for example like the one in Figure In that
example, the node realises the three users want the same thing, thus sending only
one request to the originating content server. The originating content server only
responds with one stream. The network node near the users will then distribute
it to the users that want to watch it. The solution could be made more general,
e.g., all three users might not necessarily need to be connected to the very same
router. The network node that passes the request on to the content server could
be higher up in the hierarchy. Nodes higher up in the hierarchy could be smarter
in the same way. If two network nodes send the same request the next node in
line could send just one request to the originating server, and so on.

While the probability of two people requesting the same “chunk” of data at
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Request video "A"

Internet

8o

Internet

(@ Request_video "A"

Request video "A"

Stream video "A"

(b)

Stream video "A"

Strean_video "A"
VA
Stream video "A" AT

Figure 2.5: Example of a network that is not smart. If three users
as pictured are connected to the same gateway and request
the same stream (a), the server will send three identical data
streams to the terminals (b).

Request video "A"

Internet

@

(a) %

Request video "A"

Stream video "A"

Internet

Stream video "A"
<A

Figure 2.6: Example of a smarter network. (a) Each user requests
the same programme. The network node that connects the
three terminals is smart and therefore only sends one request to
the server. (b) The server responds with only one video stream
since only one was requested and the network node will receive
and redistribute it to all the viewers.

Stream video "A"

Stream video "A"
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the same time is rather high if the content is a live stream the same may not be
true if the data is VoD. This could be solved by saving copies of content in some
local servers. If one user requests a video at one point in time the request will
be sent from the user to the server. When the server responds with a stream the
nodes on the way back to the user can save that stream to some sort of memory.
The next time a request for the same content arrives at the network node with
the locally cached copy of the stream the request does not have to travel all the
way to the content server. The data can be sent back to the user directly from
the network node, thus eliminating the need for the stream to travel between the
content server and the network node with the local copy. See Figure [2.7] for an
illustration of this idea.

Internet

Request_video "A"

Save video "A"

S

Stream wideo "A"

Strean wideo "A"
LI

(a) %
(b) %
© % ) %

%’ Request video "A" %

Stream video "A"

Figure 2.7: (a) A user requests a streaming video. The request goes
to the originating server on the other side of the Internet. (b)
The originating server starts streaming the content to the user,
but a network node close to the user has a buffer to which it
can save content. While streaming to the user, it also saves the
stream. (c) Another user, close to the first one, requests the
same video. (d) Since the node already has the video cached,
it starts streaming back directly to the user. No traffic is sent
from the originating server.

So-called Content Delivery Networks (CDNs) are a partial solution to the
problems presented. The original content service providers can utilise the services
of second-party companies to distribute media from their servers instead, thus
reducing the traffic to and from their own servers significantly. The original content
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provider will still have to distribute the content to the CDN servers though. SVT
Play, like many other European broadcasters, used the company Qbrick as their
CDN of choice [12] during the measurements. However, since then they have
changed to another CDN provider, Akamai[l3]. When a user requested a stream
from SVT Play, they would be “redirected” to a Qbrick server containing the actual
video stream. While reducing the traffic to and from the original server, preventing
it from being a bottleneck, it is still not certain the CDN servers are close. There
are both good and bad things about the use of CDNs, good things include the fact
that many servers have the same content, in case the route to one of the servers
is cut off there is still a possibility a user can access another server with the same
content. Negative things include the fact that it will cost money for the service
providers. In appendix [A] an example of available streams for a certain piece of
content is presented. In the Universal Resource Indicators (URIs), both gbrick
and cdn appear. Read more about the same example in section [2:3.3]

2.2 About HTTP

Hypertext Transfer Protocol (HTTP) is the application protocol on which the
WWW was built. HTTP /1.1 was described in RFC 2616 [4]. HTTP defines how
data is transfered over the Internet and can be used for e.g., images and text.
HTTP is an application protocol which means it does not describe how the data
will reach its destination on the internet, how it will be represented on wire or
which application the data stream belongs to. This is handled by layers below
the application layer by other protocols than HTTP, such as the Transmission
Control Protocol (TCP). There are two types of HT'TP messages, requests and
responses. Traditionally, one session of HTTP communication is one request and
one response. For each “item” on a website, one request—response pair must be
transmitted, however in HT'TP /1.1, which has been used for many years now,
a connection can be kept alive for several requests and responses, thus avoiding
setting up a slow-start TCP connection between the host and the server for every
image, text entity and other items that may appear on a website. An illustration
of a request-response pair is shown in Figure [2.§

A typical request can be seen in Figure[2:9] The request message always starts
with a method, the most common ones being POST, GET and HEAD. Simplified, one
could say that POST is for requesting a website after a form or such has been filled
in, sending the “post data” to the server. GET is similar to POST, except it does
not have any post data. User arguments can still be sent to the server, but then
as a part of the request URL. It is a so-called “safe” method — the request will not
change any data on the server and sending the same request several times will yield
the same results every time. HEAD is similar to GET, with the difference that no
entity body will be sent with the response. This is useful for obtaining information
about a website without having to actually download all of it. The request line
also contains the name of the resource that is requested. The HTTP /1.1 string is
the version of HTTP used.

The host line is required in HTTP/1.1, it tells the server which host the
request is intended for. This is required because one IP address may contain a lot
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Request >

Response |

_.

Client Internet Server

Figure 2.8: A request is a HTTP message sent from a client to the
server. The server will then usually send a response containing
the data that was requested back to the client. The response
might instead contain error messages or other information.

of different servers and a request for e.g., / is ambiguous, every server on a single
IP address has a root directory. The rest of the header lines can contain a lot
of different things that the browser thinks the server will need, for example the
User-Agent string that tells it which operating system and browser the client is
using (which can help the server deliver mobile phone versions of certain websites).
They can also tell if the browser supports compression, which character encodings
it prefers, etc.

Each of the lines in the header must be terminated by a carriage return and a
line feed, \r\n. The header is always terminated by an empty line, a line that only
contains \r\n. After the header ends, there may be an entity body, depending on
the method used.

Fequest line GET / HTTE/1l.l%\r%n
Host line Host: www.google.comh\rin

Connection: keep-aliwve\rin
Bccept: text/html,applicationfxhtml+xml ,applicationfxml;g=0.9,%/%;g=0.8r\n
User-Agent: Mozillaf5.0 (Windows NT 5.1) AppleWebKit/537.17

Header lines (KHTML, like Gecko) Chrome/24.0.1312.57 Safari/537.17%r\n
Bccept-Encoding: gzip,deflate,sdchirin
Bccept-Language: en-U3,en;qg=0.8%r\n
Bccept—Charset: ISC-8859-1,utf-g8;g=0.7,%;9=0.3%r%\n

Empty line rhn

Figure 2.9: A typical HTTP request message. The request line con-
tains the method (in this case, GET), the directory (in this case,
root or /) and the HTTP version. The Host line is a part of the
header that is mandatory in HTTP 1.1. The User-Agent string
contains information about the operating system and browser
used by the client.

An HTTP response is different from a request in a few different ways. Figure
shows one example of a HT'TP response. It is not the response generated by
the request in Figure [2.9] There is no method line, it is replaced by the status
line. The status line contains the version of HTTP used, followed by a code, for
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example 200 which means that everything went OK or the well-known 404, that
means the file was not found. A text description of the status message, such as OK
or Not found is also included after the code. Just like the request the response
can contain an arbitrary number of header lines if the server wants to tell the
client anything, such as when the response was generated or, if an entity body
exists, the length of it (Content-Length). As with requests, each line must be
ended by \r\n and an empty line containing only \r\n ends the header and starts
the body. The body can contain pieces of a picture, Hypertext Markup Language
(HTML) or basically any other type of data. Big files are split into several HTTP
messages, since an ethernet frame has a maximum size and a HTTP message must
be encapsuled in one of those.

Status line  HTTP/1.1 200 OK\r'n
Api-Server—IP: 10.75.0.57\r%n
Content-Type: application/json;charset=UTF-8%r'n
Ferver: weibohrin
Content-Length: 75%\rin

Header lines Date: Mon, 04 Feb 2013 20:36:17 GMT\r'n
¥-Varnish: ZB01503881\r\n
Age: O\r\n
Via: 1.1 wvarnish\rin
Connection: keep-alivelrin

Empty line Yrhn
Entity body try{3TK_13599627404003886({"code™:1, "data™: {"app_message":[]}1});lcatehie) {}

Figure 2.10: A typical HTTP response message. The status line
contains a code such as 200 OK or the well-known 404 Not
found. An arbitrary amount of header lines follows. An empty
line separates the header from the body (if any). Each line is
terminated by a carriage return and a line feed.

2.3 About SVT Play

This section explains some of the technology behind SVT Play. A basic knowledge
of things such as how the HTTP requests and responses from the SVT Play server
look is required to better understand some of the methodology.

The underlying structure of the online streaming service is subject to con-
stant change. This for many reasons such as, to allow for a better, more efficient
streaming service or to disallow downloading of the streaming content to a disc
drive (which counts as piracy and is against the law). At the time of the Olympic
Games, SVT Play used a technique known as Flash Dynamic Streaming (FDS) for
computers or other devices with Flash available. With FDS the video stream is sent
over a TCP connection using the Real-Time Messaging Protocol (RTMP). Apple
devices do not support FDS and therefore used a completely different technique,
HTTP Live Streaming (HLS), which is sent over the standard HTTP protocol.
HLS has a few limitations that are not present in FDS, such as bad encryption
which in turn means the copyright holders of certain programmes do not allow said
programmes to be streamed with the technique [14]. Some other lesser protocols
were also available such as Flash Progressive Download, which basically streams
a .FLV file in the browser’s flash player, and was used for playing short clips.
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Since the Olympic Games were broadcast the streaming technologies SVT Play
uses have been changed radically.

2.3.1 Message structure

A user connects to the SVT Play server via one of several different types of devices
that have different types of operating systems (Android, Windows, Mac OS X,
Linux, etc). Most users will send statistics information to the server with regular
intervals, how these look or if they exist at all varies between different clients and
different devices. These messages are used to keep track of viewer statistics on the
server-side and can contain a lot of different information.

The server will send lots of messages to the client, most of them are not
interesting to look at as they contain things such as HTML data (the code used
to render the website), GIF images and other non-stream-related items. The
payload content from streams is not interesting in itself, though the length of it
can be used to measure the amount of data transfered if one so desires. Messages
that are however interesting, are any and all messages with JSON entity bodies.
The JSON files contain huge amounts of information such as category, programme
name, episode name, broadcast time, etc, that can be directly extracted.

2.3.2 Requests

Requests are the messages sent from the user client to the SVT Play server. They
are sent as a GET message. Depending on the platform used and what type of
message is being sent to the server, the user parameters may contain information
such as platform=mobile and vformat=m3u8, which will be used to tell the server
which type of stream the client wants to request, since not all players support the
same formats. A list of which video formats are available is first requested before
the client asks for a stream. Several different types of streams of the same con-
tent exist for different framerates, resolutions and video formats for the streaming
service to be able to accomodate all types of devices.

2.3.3 Responses

Lots of data is sent from the server-side to the client-side and most of the data is
not interesting in this analysis (since most of the messages only contain image data,
text data, stream data etc). Each and every message with the entity header field
Content-Type value application/json is extremely interesting to look at. SVT
Play sends information about a requested video in a JavaScript Object Notation
(JSON) file structure and most important information for the traffic analysis is
contained within.

A JSON file is basically a text file, initiated by the character { and terminated
by a }, containing key:value pairs, a so-called dictionary. The key is always a
string, that is, an entry inside double quotes. A value can however be one of many
different data types: number, string, boolean, array or another dictionary, which
in turn contains more such pairs. These JSON-files are easily parsed using, for
example, the Python module json. An example of what a JSON file looks like can
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be seen in Figure and an actual example from one of the entity bodies can be
found in appendix [A]

Each time a user loads a video page and clicks the Play button, exactly one
of the aforementioned JSON messages is generated by the server. Pausing and
unpausing will not generate any additional JSON entities. The JSON file contains,
as mentioned above, a “menu” of different streams and the client picks whichever
one suits its needs the best. The client will then send another request to the server,
which will start the stream.

"kings": {
"Thailand": "Bhumibol Adulyadej",
"Norway": "Harald V"

+

"queens": {
"Netherlands": "Beatrix",
"Commonwealth": "Elizabeth II"

}
}

Figure 2.11: An example JSON file. A JSON file is a text file with
key and value pairs, or a dictionary. The key is a string and the
value can be a number, a boolean variable, a string, a list or
another dictionary. In this example, the JSON file contains two
entries, kings and queens. The value for each of them is another
dictionary containing two more key—value pairs but with string
values.

The possibility that someone who has a bad connection and keeps reloading
the site and clicks play over and over again exists. This will load several JSON
messages containing the same content, but the user has not viewed the programme
more than once. There might also be different circumstances that generates more
than one JSON entity message. The video player gets access to multiple different
streams of the same programme but in different qualities and for different proto-
cols. If the user feels that the stream is lagging, he or she can lower the quality
on the video player and the player will instead start receiving one of the lower
quality streams. Algorithms can also make calculations automatically to decide
which quality is the best for the user’s connection [I5].



Chapter 3

Previous work

This chapter gives a short introduction of work related to smarter networks and
online user behaviour from previous and current projects such as TRAMMS and
IPNQSIS.

In [I6] it is investigated what consumers use their Internet connection for. The
target network for traffic measurements was the same network that is analysed in
this thesis. The volume of data transfered over broadband connections and which
applications were responsible for the generated data were the main foci. In the
paper it is revealed that 58% of all the inbound data traffic is generated by file
sharing applications, such as BitTorrent. On the second place with 16% of all the
inbound traffic is streaming media.

[17] further examines the user behaviour with regards to popular applications
based on the customer’s Internet access method: Fiber to the home (FTTH), Cable
modem termination system (CMTS), Gateway GPRS support node (GGSN, a mo-
bile technology) and Digital subscriber line (DSL). It also measures another impor-
tant parameter related to QoS and QoE: Roundtrip times (RTT). The roundtrip
time is the time it takes for a request to reach the destination and receive a
response. Several different networks in Sweden and Spain are included in the mea-
surements and analyses, with most of the users being in Spain. In the Spanish
networks, the destination of outbound traffic is in Spain 55% of the times, while
the source of inbound traffic is mainly from the U.S. (33%) and Spain (28%). The
response times are, not surprisingly, heavily dependant on the physical distance
between the source and the destination. The highest RTTs can be found between
Spain and Asian or South American countries with times around 0.4 seconds.

With results from the TRAMMS project, the IPNQSIS paper [18] discusses the
benefits of local caching of content in CDNs or similar smart network structures. It
is explained that CDNs not only reduce the demand for transmission by eliminating
the need for each user to have a logical connection all the way to the same content
server, but it also increases the availability of content by making it available from
multiple different locations. If one of the servers goes down, there will be other
servers with local copies of the same data that can take over. It also argues that
CDNs increase the performance by decreasing the risk of delay and packet losses.

Furthermore, the term QoE is explained: QoE is a complement to QoS. QoS
measures parameters such as packet loss and response times while not focusing at
all on the perceived quality by the end user. QoE is the quality of a service as
perceived, subjectively, by the user. While there is a strong correlation between
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QoS and QoE, it is not necessarily the same thing.

The five-year evolution of broadband between the years 2007—2011, again as
measured in a Swedish municipality, is analysed in [19]. It shows the evolution of
how broadband end-users have been using the Internet over the last few years. The
streaming media traffic per end user increased by over 500% between the end of
2008 and mid-2011, compared to the daily web browsing increasing by only 300%.
In 2007, 2% of the total network traffic was streaming media, a number that had
increased to 13% in the first half of 2011.

[20] measures the cacheability of YouTube by analysing the amount of traffic
to the video streaming site. It makes contributions to the behaviour of users
regarding how and when they watch videos, as well as potential caching gains using
two different types of caching: prozy caching, in which a server caches content and
distributes it to any terminal that requests it, and terminal caching, in which the
caching is done locally on the computer the first time a user requests a video. As
it turns out, users like to rewatch the same videos multiple times, often waiting
around 24 hours between each time a video is rewatched.

Some work on user clustering similar to the one in this thesis is done in another
master’s thesis; [2I]. The results are from an analysis of Facebook data and in the
thesis attempts are made to connect different users to each other by seeing how
much they have in common. Those with a lot in common are placed in user
clusters, similar to how it is done in this thesis.

While not part of the aforementioned projects, many papers on recommender
systems in a content distribution context exist, e.g., [22]. When using CDNs in
conjugation with automated recommender systems, it was found that the cache
hit rate is increased, with the additional gain in using this method decreasing as
the cache size increases. Recommender systems based on more or less advanced
algorithms exist in many applications and is an important feature of many online
stores, such as Amazon.com, to give a user browsing the website the same feeling
one could get when browsing a real, physical store and find items that the customer
did not know that they wanted.



Chapter 4

Methodology

This chapter explains the methods and tools that have been used for measurements
and analysis of the data and gives a description of the target network and how the
integrity of the users in the target network is protected.

4.1 Data collection

41.1 Measured network

All measurements were done in a municipal IP access network in a Swedish town.
The users are connected to the Internet via FTTH. Different ISPs operate in the
network, giving all the users the possibility to use the ISP they prefer. Each service
provider is connected to the network at the Internet edge, but the measurements
are done inside the municipal network, meaning all data will first have to pass
through the measurement equipment which in turn means that there is no ISP
bias in the measurements. This is however rather insignificant in this application;
SVT Play is not a service that is intimately connected to any specific ISP. A
conceptual sketch of the topology of the network can be seen in Figure The
measurement tool is connected to the network by the Internet edge with an optical
splitter, that will send identical copies of the data to the measurement tool and
to the “Internet” beyond the Internet edge. The measured network has a bit more
than 5000 homes, all connected with FTTH, and a wide range of users present.
The measurements are from a medium-sized city in Sweden. It can be seen as a
representative demographic for Sweden.

412 Tools

The tool responsible for collecting all the raw data is called PacketLogic. It is a
proprietary tool from Procera Networks that analyses data up to the application
layer in real-time, so-called Deep Packet Inspection, using its own Datastream
Recognition Definition Language (DRDL). The way it has been used in this par-
ticular project is similar to how the open-source software WireShark works. After
telling the tool to start capturing data, it will record each ethernet frame that
passes through it. One of PacketLogic’s specialities is the large list of applications
it “understands” thanks to the DRDL. DRDL provides visibility of applications on
layer seven in the Open Systems Interconnection (OSI) model. While other tools
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Figure 4.1: Conceptual FTTH network topology [16]. The dashed
lines are 100 Mb/s connections, while the solid lines are 1 Gb/s
connections. Service providers are connected to the network at
the Internet node.

might be able to see what type of application is being used, PacketLogic can often
see which specific application it is. Mobile telephone operators and other ISPs
can use PacketLogic in their networks for this, for example if a customer has a
subscription that includes a certain VoD service the user should not be charged
additional data fees for watching it and PacketLogic can keep track of how much
data is for the included service in real-time.

While the measurements are running, the PacketLogic will save copies of each
frame that passes through it. The frames are all saved to so-called pcap files
(packet capture files). For this measurement, only IP traffic has been recoded.
More specifically only IP traffic to and from SVT Play will show up in the pcap
files.

4.1.3 Anonymisation

After the raw data has been collected by PacketLogic and saved as pcap files,
Swedish personal integrity laws require the anonymisation of personal data such
as Internet traffic before it can be analysed further. Before leaving the servers
on which the measured data is contained, all MAC addresses and IP addresses,
both client-side and server-side, have been hashed. A hash function takes a known
sequence of bits and transforms them into something that looks completely dif-
ferent from the original bit stream. The hash function used is a 128-bit function,
meaning that an input string, regardless of length, returns a 128-bit value (32
hexadecimal digits). See Figure A good hash function has a few main proper-
ties: Calculating the hash from a given input is fast, it is very difficult to find the
message of a given hash and it is very difficult to find two messages with the same
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hash. Unfortunately, there is no way to change the very difficults to impossibles
and while new hash functions are invented all the time, new ways to crack them
also emerge.

There is an art, it says, or rather, a knack
to flying. The knack lies in learning how
to throw yourself at the ground and miss.

@ Input

Hash Function

@ output

‘ 9a074bab79acadl1214e7f919e6248ald ‘

Figure 4.2: A hash function takes a file, a text stream or another
binary representation of anything. A good hash algorithm makes
the original input very difficult to find out. Shown here is an
MD?5 hash function hashing a quote from the Hitchhiker's Guide
to the Galaxy, giving a 128-byte binary string as output. Using
MD5 for passwords and other sensitive data is not adviced; it
has been severely compromised.

The hash function used for MAC addresses and IP addresses is of course good
enough to completely hide a user. The hashed values are also all different from each
other, meaning two users can be told apart, even if we do not know anything about
which two users they are. Henceforth, the terms IP address and MAC address will
be used to mean hashed IP address and hashed MAC address, respectively.

4.1.4 Data filtering

Copious amounts of data is generated and since the only data of interest in this
thesis is the data to and from SVT Play, all other data has been filtered out. All
the captured information has then been translated from pcap to text and then been
transfered to JSON files. Three different kinds of JSON files were generated by the
program that did the filtering; request, response and payload. The request and
response files are basically identical and they contain the header information from
all data traffic to and from the SVT Play servers. For requests the source host
will be the client, the person watching a stream. For responses the source host
will instead be the SVT Play server. In most other respects, messages from each
side are essentially the same, except what differs in the specification of a request
and a response, as described earlier.

Some of the responses from the server come with JSON entity bodies. If
they do, the entire entity body is saved into a payload file. This is the only time a
payload passes through the filter, payloads of all other messages have been ignored.
The files that contain the responses from the servers will, if the user requested to
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start a video, send a response with information about that video. If this happens,
that means someone started a video, and the response file will contain a reference
to another file that contains the generated payload file for that particular response,
making a response message and a JSON payload easy to match.

There is also a fourth category of files, but they are not in the JSON format.
PacketLogic generates connection logs while measuring traffic. Each line in a
connection log file is one connection. Each connection has two unix timestamps;
one for the connection start time and one for the connection termination time. It
also contains the IPs and ports of both source and destination, but no MACs.

4.2 Data analysis

4.2.1 Tools for analysis

I have selected Python as the language to use for parsing data in this project. With
the relatively small amount of data involved the lower performance of Python
in comparison to lower-level languages is not an issue. Furthermore, while the
execution time of a script in Python is longer than the corresponding program in
e.g., C++, this is by far made up for in time saved writing the scripts.

Plots and graphs, correlations and some other calculations are done in the
wonderful tool that is MATLAB. Also used for correlation coefficients and p-values
is SciPy, a library of mathematical tools for Python.

4.2.2 Definitions

For most measurements, a user has been defined as a MAC address. Most users
will be behind a router where there are several different devices that access the
Internet even if they show up as having the same MAC address. This is not a one-
to-one representation of the truth. One user can of course have several different
devices (phone, computer, tablet) or dual-boot, but then again it is also possible
that two users share the same device. All-in-all, a lot of MAC addresses contain
one computer and one phone and there is not a whole lot of users that have a
great multitude of different operating systems and terminals. Furthermore, it is
highly possible that several users are using the same terminal at the same time
or at different times. Therefore, it will be assumed that each unique MAC is one
unique user.

There are other ways one could define a user, such as a tuple of the MAC
address and a unique User-Agent string in the HT'TP request headers from the
client. This definition leads to other problems: Two browsers on the same com-
puter will count as two different users and a lot of people use both their phone
and their computer, meaning an over-representation of the number of users. It has
therefore been decided for this application that one MAC address is approzimately
the same as one user.

In the connection logs it is unfortunately not possible to see the MAC addresses
of the users, nor the user agent strings, but the IP address is visible. This means
that one user has been defined as one IP in that case. This is a bit dangerous and
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of course not true at all, but it should still give a good enough picture of during
which periods streaming has been more or less popular.

There are two categories of measurements done on the data: General and
Olympics specific. The former case means that all data from SVT Play, including
non-sports categories, has been used for the measurements. The latter means
that measurements have been made only on data actually related to the Olympic
Games.

Furthermore, analysis of user patterns and popularity prediction is done using
the available data. In some cases, only data related to the Olympic Games has
been used and in some cases all the available data has been used.

There is one point of particular interest in how the data that is generated by
SVT Play looks. All programmes have an entry called folderStructure, which
will basically say the name of the programme being streamed. If a live rowing
stream was requested, the folderStructure entry would be rodd.live. This
holds true for almost all types of programmes, except streams in the olympic
games that were not of any particular sport (studio programmes, summaries etc.)
or streams that contained many different events (such as the streams showing
the content that was also televised). For some unknown reason, these have all
been marked as badminton. For the purposes of not making measurements of e.g.,
popular sports inaccurate, they have been renamed first. Any programme marked
as badminton that was not actually badminton, is instead categorised as general.
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Chapter 5

Results

The different analyses and measurements that have been performed are explained
in detail in this chapter. It is divided into four different sections: general measure-
ments, containing some basic information gathered from all the SVT Play data
and not only Olympic Games data; Olympic Games measurements, containing
more detailed information about how people viewed the Olympic Games on SVT
Play; user clustering in which it is explained how it is possible to place users in
clusters based on their viewing preferences, potentially allowing for new methods
of making smarter networks; and finally caching, in which it is presented what the
optimal caching gain for this traffic measurement would be if an optimal cache
was used.

5.1 General measurements

This section contains some general measurements done on all the data traffic during
the olympic games period. It should be noted that while this is general measure-
ments, it’s still during a time period that generates atypical data to this streaming
service. Normally, there is no such thing as Olympic Games live streaming and
without additional data from measurements in the same area during different time
periods it is difficult to know how the behaviour of users is different from how it
normally is, e.g., there might be a lot more viewers than usually because the
Olympic Games attract them, or the number of users might be the same as it
usually is, but the distribution of categories different, etc.

5.1.1 Users online at different times

Information obtained from the connection log can be used to construct a graph
that shows how the number of users watching streams varies over the day. The
connection log shows shorter connections as well, e.g., when someone loads the
front page or downloads an image. This is not really the kind of data that is
interesting in this context. Therefore only connections with a length of over 10
seconds have been taken into consideration. Each IP address is only counted once
at any given time. If a user is watching two streams simultaneously, it will still
show up as one user. Le., the graph shows the number of unique users online at a
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given time. There may be more devices using a single IP at the same time, but it
will be assumed that one IP has only one user.

The amount of users simultaneously online varies during the period. As ex-
pected, there is a lot of people streaming video content during the afternoon and
evening. As can be seen in Figure[5.1] during the night and early morning, there’s
not a lot of people watching. Here, parallel streams have not been taken into
consideration, but it is possible to have several streams running at the same time.
At most, there are 56 different IP addresses online at the same time. No notable
peak can be seen at 22:00 the first day when the opening ceremony started. This is
probably because people watched the opening ceremony on their TVs or watched
highlights or the entire ceremony as VoD. Sunday, 2012-08-05 was the day of the
men’s 100 m finals. The finals started 22:50 and that is the cause of the high peak
of that evening which is also the highest peak during the entire time period. The

50 Humber of unique users streaming content at different times

50 ¢

Unique users online
LaN) EoS

=) L)

.

ra
=
T

10+

2012-07-28
201Z2-07-29
201Z2-07-20
Z01z-08-0%
201Z2-08-0%
2012-08-04
2012-08-05
201Z2-08-08
201z-08-07
2012.08.08
2012-08-09
201Z2-08-11
2012.08-12
2012.08-13

=
=
o
=
o
=
o
]

2012.07.27
2012.07-31
2012-08-01

Figure 5.1: Simultaneous users online at different times during the
entire Olympic Games time period.

graph pretty much follows what one would expect to see with regards to when
people are accessing streams. Other studies done on different services (e.g., [20])
show this same behaviour, with peaks just before midnight and very little activity
during late night to when people arrive at their workplaces. This effect might be
augmented in this study because of the times during which these Olympic Games
were broadcast, during the evenings.

5.1.2 Total number of viewers

There are some clients that generate traffic but do not start any streams, such as
RSS readers. There are also some users that open the SVT Play website in a regular
browser but don’t start any streams. This means that counting the total amount
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of users active during the olympic games period is not just a matter of counting the
number of different MAC addresses that generated traffic. The selected method
is instead to count the number of unique host destination MAC addresses, in
response messages with Content-type: application/json. If such a message
is sent, that’s a sure way to know the client has started a stream. No other traffic
measured will generate such a message. The size of the set of MAC addresses
collected in this way is the number of viewers.

It may also be of interest to measure how many people viewed a certain pro-
gramme. It is done in a similar fashion, but instead only a subset of users is
counted, more specifically everyone who watched a show with that particular video
1D.

Using the methods described above, it was found that 2085 unique users were,
at one point or more during the entire time period, watching video stream on SVT
Play. 1390 (66.67% of all users) of these watched at least something related to
the olympic games. Of these, 915 (43.88% of all users) watched at least one live
Olympic Games stream. This is a relatively small sample size. Making assump-
tions with such a small sample size can be dangerous, in an ideal world the sample
size would be significantly larger, something that could possibly be achieved by
doing measurements over a longer period of time, but that would defeat the pur-
pose of doing the measurements during the Olympic Games. With such a small
sample size the results should not be seen as decisively statistically significant, but
of course not necessarily completely insignificant, either.

5.1.3 Popular stream categories

Each programme on SVT Play has a category that can be extracted easily from
the JSON entity response messages. The JSON entity body has a key called
“statistics”. The value is a list that contains the key “‘category’’, amongst oth-
ers. The category of the programme is written in clear, e.g., “‘category’’:*barn”’.
By counting each unique view, it is possible to see which category is the most
popular. Since this is not necessarily live, it is possible to watch and re-watch the
same content over and over. However a great majority of re-requests of the same
content is due to browser refreshing or some clients sending requests over and over
again at certain time intervals. Because of this, the method selected is to only
count each user once per video ID.

The most popular category was by far the Olympic Games, with 9774 unique
views. The second-most viewed category, children’s shows, had quite a lot of
views as well: 5541. The decrease is steep, however, and culture only had about
a fifth of children’s shows, at 1244 views. Figure [5.2] shows all the categories
and their respective number of views. The categories are directly extracted from
the response messages containing JSON files that are sent from SVT Play to
the requesting client, i.e., no manual mapping of programme—category has been
done. The category Open Archive contains old clips of “television history”, pieces
of television that SVT think is important and should be viewable by everybody
and not be removed when the licence expires.

Again, it is quite evident that the olympic games is a popular event, with
almost twice as many views as the second most popular category.
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Figure 5.2: Categories on SVT Play and how many views each of
them had.

5.1.4 Popular programmes

Looking further into the popular content than what category they belong to, it is
of course possible to see the number of views per programme rather than category.
The fifty most popular programmes are dominated by Olympic Games streams;
32 of them were streams from the events and a further few, e.g., Mr Bean spelade
i orkestern (Mr. Bean was playing in the orchestra) from the opening ceremony,
the programme about Usain Bolt, The Fastest and the documentary Medaljens
pris (The Price of the Medal) can also be seen as being Olympic Games-related.

The most popular programme of them all was OS Magasin: London Live med
invigningen (Olympic Games Magazine: London Live and the opening ceremony)
at 131 views. When compared to the maximum number of users online at the same
time in section some contradition can be found. The numbers from this
measurement is independent of time, there were never 131 users watching at the
same time, which is why the peak number of simultaneous viewers is significantly
lower than 131. Also, this is not the most popular live stream, since users could
watch it even when it was no longer live. Not far behind the opening ceremony, at
123 views, comes the television stream from SVT1 during the last day, 2012-08-12.
The stream contained mountainbiking for men, boxing, wrestling and marathon.

Kompisar pd natet (A gURLs wURLA) is a children’s programme that was
very popular and, in fact, the only children’s programme to be in the top 50. A
total of nine different episodes made it to the top-50 list, making this series a
major contributor to the popularity of children’s programmes.

All in all, 4305 different programmes were watched by all the users during
the entire time period. Figure shows the entire “top 4305” ranking without
labels, to give an idea of how the views per video declines. If the long streams
that contained more than one event is split up into several programmes th