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Abstract

The focus of this master’s thesis project is to tiee Ultra Wideband signals to
locate target objects behind a wall. It also inelsidhe comparison of two
migration algorithms used for generating the 2-[dges of the environment. The
thesis is done at the department of Electrical &rdmation Technology, LTH,
Lund University, Sweden. The ability to see beyanwall or any obstacle could
find its use in several applications among thed§elof security, disaster
management etc.

The ability of Ultra Wideband signals in penetrgtile wall is exploited to get
information about the environment unseen by the dumye i.e. beyond an
obstacle. The time resolution of UWB signals, bemegy high, allows us to get a
range resolution up to few centimeters. Consequetile dimensions of the
targets can also be found. The measurements aesiddhe frequency domain in
the frequency range 09.0 to 16.5 GHz using Vivaldi antennas. Synthetic
Aperture Radar technique is used for the measurtsmen

The migration algorithms selected for the task Bhase-Shift method (using
scalar wave equation) and Diffraction Stack aldgonit (using geometrical

approach). Both algorithms give good accuracy abieeiiocation of the targets,
but the Phase-Shift method is chosen as the b®mteedue to its faster execution
time, extracting higher detail about the environtrdune to lower side lobe levels
in the resulting 2-D image as compared to Diffractstack algorithm.
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Chapter 1:

1. Introduction

1.1. Ultra-Wideband Signals

The bandwidth of a signal is the measure of thgueacy content it has. Based on
this criteria, the signals can be narrowband, waaeb or ultra-wideband. Signals
having a bandwidth greater than 500 MHz or greéitan 20% of the carrier
frequency are characterized as Ultra-Wideband fsgnue to such large
bandwidth, UWB signals have a very fine time reg8otu[1l], as seen in eq. (1.1),
thus being ideal for precision ranging and traclapglications. These signals can
be generated as very short pulses or by simultangamsmission over a large
bandwidth. UWB signals have very low power over h@d and thus don’t add to
the interference level of existing communicatiorvems. Also due to their large
bandwidth, UWB signals are very difficult to jam.

5t=1/B (1.1)

ot is the smallest unit of time under which the chelrman be viewed anBl is the
bandwidth used to measure the channel.

Federal Communication Commission (FCC), in 200@cated frequency band of
3.1 GHz t010.6 GHz as unlicensed band with a bandwidth7af GHz for the
general public, as a result, this band is mostgdusy various systems and UWB
applications for achieving fast-rate communicatiansl precision ranging among
other applications. As UWB signals, having frequesdrom3 to 4 GHz [2], [18]
are able to pass through concrete walls withoul laigenuation, so, the range of
3.1 to 10.6 GHz can be effectively used by the UWB radar systePenetration
loss for this frequency range is shown in figurk 1. [2].
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Figure 1.1.: Penetration Loss through a 12 cm thliglhtly reinforced non-
uniform concrete wall

1.2. Problem Description

The idea is to use a stepped-frequency UWB raddesyto scan the environment
in front of the antennas and try to identify anggts even if they are behind the
wall. The system transmits electromagnetic wavesnfithe transmit antenna,
waves pass through the wall, strike the targetatbjeet reflected back, passing
through the wall again and are received at theivecentenna. When passing
through the wall, electromagnetic waves suffer ghtgm, reflection, refraction
and diffraction at the boundaries of the wall [B]l of these phenomena depend
upon the properties of the material constituting wWall and the frequency of the
EM waves. Ideally, the width of the wall should ta too thick and the material
of the wall should be such that the electromagnetiwes can pass through it
without much attenuation. Apart from the directlpliom the target, there will be
many reflections from other objects, walls and fleeceived by the receiver.
Another very important phenomenon is the variatibrwave travelling speed
while passing through the wall, which depends ugun properties of the wall
material.

Due to the above factors, the received signaldhatantennas will be complex,
noisy and will contain a lot of clutter. At this ipg the received data is not in a
comprehensible state. Now the main objective ofsilgeal processing steps is to



3

use the received data and make an image of theroenmwent which is
understandable to the end user. There are sevetdbds to accomplish this but
they provide varying accuracy.

Radar imaging methods have been in use for a liomg &and are mainly used in
Ground Penetrating Radar (GPR) applications [5]enels, through-the-wall
imaging is relatively new application using theseetimods [4]. The
implementation of most of the GPR imaging methodgactical measurements
for through-the-wall imaging do not provide goodigrecise results, so, there is
still a lot of research possibilities in the fietd signal processing and radar
hardware to make through-the-wall imaging usabka@practical situations.

1.3. Thesis Organization

In chapter 2, Ultra-wideband radar system is disedsalong with the UWB radar
system fundamentals, effect of wall on the tramglliwave, Synthetic Aperture
Radar (SAR), stepped frequency radar system, a &gidlane wave equation,
Fourier methods along with a brief look at the tielaship between impulse
response and transfer function. In chapter 3, uari®8AR imaging methods
discussed and divided into two main categories amlg each one in detail;
important methods include Phase-Shift method anel Bhffraction Stack
algorithm. In chapter 4, the selected imaging magh&hase-Shift method and the
Diffraction Stack algorithm, are implemented andfied using synthetic data. In
chapter 5, UWB radar setup and devices used arass$isd including the selected
system parameters for the operation of the radatesy Chapter 6 contains
imaging results of real measurements based on igahacenarios and their
analysis. Finally, the conclusion of this thesisl possible extensions of the work
are proposed in chapter 7.






Chapter 2:

2. Ultra-Wideband Radar
System

2.1. Concept of Radar

Radar systems are used to detect objects whicbes@nd the visual range of the
naked eye. They transmit electromagnetic wavesthed process the received
waves to determine the range, velocity (directiod apeed) and altitude of the
target objects. These objects can be aircraft,sshipllistic or guided missiles,
weather formations (clouds, hurricanes) etc.

Short Pulse Radar systems transmit radio wavedl idiractions, when these
waves come across any object, they are reflectetl smattered in various
directions. These signals are then received ateitwiver of the radar systems, are
amplified and processed to get the required inftionaabout speed, distance,
altitude etc. of the target. As radio waves candrahrough the air, fog, clouds
etc. without undergoing much attenuation, they lvarused to identify targets for
relatively long ranges.

As we know that the atmospheric attenuation vaoesr the frequency of the
radio waves with the attenuation increasing wittr@asing frequency, whereas,
the achievable accuracy and range resolution (igatti object identification) is

high for signals having higher bandwidth. So thisralways a tradeoff between
maximum range and maximum resolution of the raysiem.

So far we have discussed short pulse radar sysheme is another form of radar
called Ultra-Wideband (UWB) radar using UWB signdl&VB radar has several
advantages over the Short Pulse radar systemsui@j,as

* UWB signals can be transmitted without a carriet aith relatively less
power.

* Due to higher bandwidth, UWB radar gives much betégget range
measurement accuracy.



» Target identification possible as the received a&igncontain the
information about not only the whole target, bstats different parts.

* Less radar effects due to rain, mist, aerosolsalinet strips etc.

» Highly immune to noise, detection, jamming, andoaaband interference
from existing radio systems.

2.2.UWB Radar Fundamentals

The basic principle behind UWB radar system is showfigure 2.2.1. The UWB
radar system generates and transmits a short fsalsethe transmitting antenna
TX, the electromagnetic wave travels through theppgation channel to the
target, a part of it is reflected and travels b#clough the channel reaching
receiving antenna RX. The time delapetween the transmission and reception of
the signal corresponds to the distance betweenatitennas and the target
according to eq. (2.1). Due to high bandwidth & #iignal, we can calculate the
distance very precisely. As the wave travels atsfheed of light, the timet can

be converted to distanceby

7z = (2.1)
2
A
Tx Transmitted
§ Signal
|y e E
=1
UWB Q N
RADAIR j Target Time delay ?ime
Rx

Received Signal

b
B

Time

Figure 2.2.: Basic UWB Radar Principle



2.3.Synthetic Aperture Radar Scanning

Synthetic aperture radar (SAR) is a special typeadhr which uses the relative
motion between antennas and their target, normabving antennas and a
stationary target, to get distinctive signal vaoias which are used to obtain finer
range resolution of the target. This kind of scagnis usually used on airplanes
and naval ships where the target area is repdyitieminated by the beam of the
antenna and waves are received coherently alonghdvement path at different
positions simulating a long virtual array.

Transmitting a short pulse and then receiving itoaé location gives us the
impulse response of the channel for those particitzations and the
environment. But in our case, only one impulse oesp is not enough to locate
the target at correct location, so, more informatoneeded about the investigated
object. In order to do that, we used SAR scanninget the required information
about the channel and the target. Basic SAR scgrieahnique is shown in figure
2.3.1 (a), wher& is the scanning direction addis the looking direction.

During a complete SAR scan, the entire environnmeitiding the target objectl

is stationary while antennas move along Xhdirection. Assuming the transmitted
wave is reflected by the target uniformly in alteditions, and assuming a wide
antenna beamwidth, the signal is received not evitgn the antenna is right

below the target, but also at several other ant@uséions. This causes the one
point inS(X, Z) domain to be seen as a hyperbola in the acquirechBB (X, k)

as shown in Figure 2.3.1 (b).

1 T=[XrZr] v 1
7 F

1
£
/ \ Hyperbola
xe

2 Motion e
ﬁwx e o o o o o ﬁWé

S(X.Z) X B(X,k)
(a) (b)

Figure 2.3.: a) 2D SAR spatial Model. b) B-scanhaf point
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B-scanB(X,k = TOA,), given in Figure 2.3.1 (b), shows the round tiipet
(RTT) of the transmitted pulse for the completethgtic aperture array with
corresponding to the RTT of the received pulseaahe@ntenna position. As seen
here, one point iI§(X, Z) is seen as a hyperbola in the B-s&qi, k). E; andE,
correspond to the circles where the target couldobated with respect to the
antenna positions, corresponding to a single RTT.

2.4. Stepped Frequency Continuous
Wave Radar System (SFCW)

UWB radar can work in either time-domain or in finequency domain. When
working in time domain, the transmitter transmitsiagle very short pulse (less
than a few Nano-seconds) and receiving the impudsponse of the channel. In
order to have a very short pulse, the bandwidtthefsignal has to be very high,
which results into a fine time resolution. In cad, UWB radar working in
frequency domain emits a series of tones with @iBpdrequencyf Hz with a
constant step ofif Hz from the selected band of frequencies. At efclhe
amplitude and phase of the received signal is dezbrby a vector network
analyzer (VNA).

Figure 2.3.1 (a) shows a SAR spatial scan withpsntare length ok; we sample
the cross-rangex with the interval ofdx, recording impulse response for each
positionx, wherep = 1,...,P, whereP = X/Ax + 1. The temporal response of
the channel when transmitting an impudge) att = 0 is

h(t,xp,z=0) = 2 a6 (t — ty) (2.2)
k
The impulse response consists of multipath compsrniadexed through with ¢,
denoting the individual time of arrival and, representing the complex
amplitudes containing information about both ampglés and phase of the
received signals [1]z =0 in h(t, Xp, Z = 0) corresponds to the location of
transmit TX and receive RX antennas in the spdbahainS(X, Z).

Corresponding to the above impulse response, #muéncy response is given
below:



H(f,xp,z=0) = 2 age I3 t (2.3)
k
The frequency response shows us that the chanmelbeaconstituted by a
frequency scan i.e. sampling(f, Xp, Z = 0) = % with the frequency interval

of Af in the frequency banft and a center frequendgy transmitting tone'(f)
and receiving the channel respoii§¢) at the receiver.

The SFCW radar system has some advantages oveémgieomain radar system
which includes; wider dynamic range, higher meawegyp lower noise level and
the ability to change the power spectral density Moreover, the impulse
response and the transfer function can be obtdinedone another by the help of
“Fourier Transform”.

2.5. Electromagnetic Wave Penetrating
Through the Wall

As the target of this thesis is to implement a raystem which can see through
the wall, and as we will be using electromagnetaves to get the information
about the environment on the other side of the ,wsdl in order for the
electromagnetic waves to give this informationythave to first pass through the
wall. The wall could be made up of materials likencrete blocks, clay bricks,
metallic rods, dry wall, fiber glass isolation €ite electromagnetic waves suffer
a lot of attenuation during propagation betweentthasmit antenna, target and
back to receive antennas. These loses consiste@space path loss, scattering
and reflection from the surface of the wall, absiorpin the wall material and
scattering by the target object. We already knoat the propagation loss outside
as well as inside the wall depends upon the frecuef the transmitted wave
field [2]. By using a large enough bandwidth, it nsade sure that enough
information will be received about the channel.
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Figure 2.5.: Electromagnetic wave propagating tghotine wall

When electromagnetic waves reach the surface ofvdieat a particular angle,
some of it will get reflected while some of its gy will continue to propagate
inside the wall but with different speed and angteseen in figure 2.5.1. This
happens because the relative permittivity of thél wg, is different from the
permittivity of the aire,. As the permittivity of the wall is always greatkan that
of air g, > ¢g,, the speed of wave will be less than its speetarair which is.
Assuming a homogeneous wall, the propagation spesde the wall can be
calculated from the formula;

C
Vi = Nc (2.4)

If the g in front of the wall is same as, behind the wall, then the
electromagnetic wave will leave the wall with thamse angle with which it
entered the wall i.e. the direction will be the gam
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2.6.Plane Wave Equation

In order to get to the scalar plane wave equatienhave to start from the very
basics of electromagnetic theory [19]; i.e. the Meals equations. Maxwell's
eqguations in the time domain are written as:

VX EF¢t) = —%E(F,t) (2.5)
Vx HG O =G0 +%5(F, 0 2.6,
V-B(#t) =0 (2.7

VD@ t) = p(#t) (2.8)

WhereE is the electric field intensitydl is the magnetic field intensity is the

magnetic flux densityﬁ is the electric flux densitf, is the current density, and
is the electric charge density.

These densities are related to the corresponditensities according to the
following relations;

D =€E, (2.9)
B =uH, (2.10
j =oE, (.11

where €, u, and o are the properties of the material and are cadliedttric
permittivity, magnetic permeability, and condudiypvof the medium respectively.

Consider a source-free, linear, homogeneous, astdbsc region of space i.e.
having current density and charge density Zgi@,t) = 0 andp(#,t) = 0). We
can write equations (2.5) and (2.6) in frequencayaim as:

VxE=—2H (2.12)
VxH=9E (2.13)

Taking curl of eq. (2.12) and substituting the fesuo eq. (2.13), we get;
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VXVXE—k2E =0 (2.14,
Eq. (2.14) is called “complex vector wave equatidditnilarly, we can write;
VxVxH—k*H=0 (2.15,

Where 2z and y are impedivity and admitivity of the mediunk is the
wavenumber. They are related according to theioelat

k= =29 (2.16)
V2ZA=V(V-A) - VxVxA4A (217

By using the Laplacian operator given in eq. (247 the taking the divergence
of E andH equal to zero, we get;

VZE + kZE =0 (218)
VZH + k*H =0 (2.19

The above equations are called vector wave equathminteresting thing is that

rectangular components & and H, both satisfy the “complex scalar wave
equation” also called “Helmholtz equation” given by

V2 + k% =0 (2.20)

We can replac® in eq. (2.20) by any of the rectangular componeﬁﬁ andH
(Ex,Ey,E; 0 Hy, Hy, Hp).

Wave equation in the time domain can be written as

0%y Y
 e—/=0 2.21
ot?2 d ot ( )

V21 — e
Assuming the propagation medium is losslessoi.es 0 and replacing1/u6 by
v2, which is the velocity of the wave in the medium get;

10%

V2 ~ 55z =0 (2.22)

Consider 2-D wave-field in rectangular coordinatgéz, x,t), we can write the
above equation in the terms(z, x, t) as;
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A £)=0 (2.23)
0x%2  0z%2 v20t? Yz xt) = '

The above equation is called “Scalar Wave Equatibisé of this equation will be
discussed in the later chapters.

2.7.Fourier Methods

Fourier transform is a very useful analysis toolday signal as it lets us see the
signal in more than one domain. For example, a tiomain signak(t) can be
decomposed into the individual frequencies whicltkenap the signal, resulting in
a frequency domain representatid(y) of the signal.

The signals in real life are all continuous, bubmder to study and process them,
they are sampled and converted into discrete sangblihe signal. Consequently,
there are two from of Fourier transforms;

i Continuous time Fourier transform
il Discrete time Fourier transform

2.7.1. Continuous Fourier Transform (FT)
Continuous time Fourier Transform (FT) of a sign&l) is given by [19]

1 [ .
Ulky) ~ — Ju m)e Jkm™mdm 2.24
And the inverse Fourier Transform (IFT) is given by
u(m)=L J U(f)el*m™mdk (2.25)
(_277,'_00 m m

Wherek,, is the variable in the Fourier domain. If the afem =t i.e. time,
thenk,, = w, furthermore, ifm = x wherex is a spatial variable, then,, = k,
i.e. wave number in the spatial directionA negative exponential in the Fourier
transform is called forward transform and a positiexponential is the
corresponding negative transform.



14

2.7.2. Discrete Fourier Transform (DFT)

Discrete Fourier Transform (DFT) is used to transfaliscrete time signals into
discrete Fourier domain. DFT is actually an appration of the continuous time
Fourier transform [19].

Assume a discrete signalm) consisting ofN samples taken with a sampling
period ofAm. The resulting Fourier transform expression wal b

AmN
1 .
Ukm) = —mj u(m)eJkm™mdm (2.26)
0

And the resulting discrete-time form of Fouriemiséorm will be

N-1
1 .
U(km) = Nor 2 u(nAm)e~/kmndmpm (2.27)
n=0

In eq. (2.27) k., is a continuous variable, so, we will sample tbia set ofk!,

discrete samples witk? = 2mp/ (N — 1)Am), wherep =0,1,...,N —1 and
multiplying the transform summation of eq. (2.27Whw/2r/(Am). The Fourier
domain variablé,, is sampled over—K,,,max 10 Kmmax [19]-

The resulting expression for Discrete Fourier Tiams (DFT) is given by
N-1
. n
U(i) = ) ulnsm)e ™ (2.28)
n=0

Similarly, Inverse Discrete Fourier Transform (IDHS given by
N-1

u(nAm) = %2 U(k,l;l)efZ"P% (2.29)

n=0

To study DFT in full detail, see any standard texok like [16].

2.7.3. DFT Parameter Calculations

As the Phase-Shift migration algorithm uses the Bd-fransform between spatial
domain and wave number domain, we would like tduithe a simple example to
illustrate the idea.
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Consider a discrete time signa{(m) consisting ofN samples fronm = 0 to

m = M,,,,. Am is the separation interval between samplebas to be odd or we
will need a small change in the formulae. Taking BFT ofu(m) results in av
point signal in the Fourier domain ranging froaK,,,max 10 Kpmax- 1IN this
example we use the normalized angular frequenay frar to  instead of0 to

2 as used in the previous sectidi,, is the separation between the samples in
the Fourier domain signal [19]. Such a Fourier gfarm pair is given in figure.
2.7.1.

In the following section, we will find the relatiship between these various
variables. As a signal witN samples contain¥ — 1 intervals:

Moy = Am(N — 1) (2.30)
2k mmax = Me(N — 1) (2.31

The sampling frequency of the signal will Bg= 1/Am, so according to the
Nyquist sampling theorem,

2mF; T

Zkmmax = —— = 1 (2.32)
Consequently, we can write
2k 21 21
Bk === = Am(N —1) Moy (2:33)
And as a result,
My = 2 =TV = 1) (2.34)
Ak, Kmmax

With the help of equations (2.33), (2.34) and fgu?.7.1, we have the
relationships between all the variables for botiiRd IDFT.

The above equations can be used for Fourier transfoom time domain to
frequency domain and vice versa by changimgo t and k,, with w and to
transform Spatial domain signal in to wave numbamnain by changingn to x

andk,, withk,.



16

U (nam) U (k)
DFT
e
<—
N Points IDFT N Points

Tt ! . < ! 't .
Il l " D ! I3 "
Am M max - kmmax Akm kmmax

Figure 2.7.: Discrete Fourier Transform pair
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Chapter 3:

3. Synthetic Aperture Radar
Migration Algorithms

The term “Migration” refers to movement of recordagents to their true spatial
positions [9]. This is done either by back-propagatbr back-projection of the
received signals. Environment is measured by tle@nique called Synthetic
Aperture Radar (SAR) in which antennas perform meament sweeps across the
environment at pre-determined distances. The go#ie migration algorithm is
then to use this data to refocus the reflectionghwr true positions and, if
possible, extract their physical shape.

As seen in figure 2.3.1 (b), one point in tB€X,Z) domain is shown as a
hyperbola in B-sca® (X, k). Now the task of migration algorithms is to refscu
these hyperbolas back to the one poinf (i, Z) i.e. to transform the data from
time domain back into the depth domain, where depthesponds to the distance
of target from the antennas. Migration algorithnesfprm this in two different
ways;

1. Refocusing using geometrical approaches withouhgusvave theory.
These methods do not take into account the phadeeafeceived signal,
instead use amplitudes of the delay bins to gemere image from the
impulse response.

2. Using scalar wave equation and the received sigpalse and amplitude.
These methods have pretty complex math behind thanthey provide
more accurate focusing of the targets.

Furthermore, the data used by these methods canhee in frequency domain as
transfer function shown in eq. (2.3), or in timerdon as impulse response as seen
in eg. (2.2).

Early on, these methods were mainly developed aed for Ground Penetrating
Radar (GPR), airborne radar systems, seismology@ndgraphy. Most of these
methods are now finding themselves used and deselqy UWB radar systems
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and we are going to explain some of these migrati@hods in the following
sections.

3.1.Back Projection and Back
Propagation

As said before, SAR migration methods are divide itwo categories, back
projection and back propagation. Division of Migpatalgorithms into these two
sub-divisions is given below:

» Back-projection Algorithms: Algorithms in this gnouuse geometrical
techniques to take the objects from time-domaiddapth domain. These
include the conventional SAR imaging called georoatmigration along
with another simple migration called diffractiomsk.

» Back-propagation Algorithms: These algorithm usevevaheory to
refocus the objects back to their true positiorgotithms in this group
include Kirchhoff migration, F-K and phase-shift timed.

3.1.1. Back Projection Algorithms

All imaging algorithms based on geometry do onhati&d positioning and
focusing of the targets without taking into accotime phase of the received
signal, instead they use amplitudes of the delag bo generate the image from
the impulse response. In the following sectionhsenethods will be described in
detail.

3.1.1.1. Diffraction Stack (TOA Estimation)

In this section, a geometrically based conventi@®&R imaging method will be
described. The basic model used in this migratigordhm is shown in Figure
2.3.1 (a) and also given below for easy access.Tiihe of Arrival (TOA) is the
time a wave takes to travel from transmitter tottrget and back to the receiver.
Mathematically, TOA can be calculated by the edL)(3

= \/(xtT — xT)z + (Ztr B ZT)Z + \/(xT B xre)z + (ZT B Zre)z (31)

Cc

TOA
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Figure 3.1.: a) Synthetic Aperture Radar

In eq. (3.1), transmitter is located ad.,| ,z.], target is at §; ,zy], and the
receiver is located atf, ,z..]. c is the velocity of the wave inside the medium.
The B-scanB(X,k) shown in figure 2.3.1 (b) is showing a time domain
representation of a point in space as a hyperbwav we can say that the
received signal at a specific time can be refleftech any point corresponding to
the locations having a constant TOA.

The algorithm coherently sums the received sigralseach of the antenna
positions onto the image map. l.e. for each anteposition the delay bin
amplitudes corresponding to a specific distanceaaed to that particular pixel
on the image map [10]. This is done for all thesant. positions.

This algorithm works as follows:

1. Divide complete area into a spatial grid with tlesided resolution;

2. For each grid position, find the round trip timerfr transmitter to the
target pixel and back to receiver;

3. Measure the impulse response of the channel fdr @aienna position.
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4. Add the amplitudes of the received time bins topixels having the same
TOA.

N
SCry) = . B (6000 (32)
5. Perform steps 2, 3, and 4 for all the antenna iposit

Eq. (3.1) can be used for calculating the roungl time for each pixel of the
spatial grid. In eq. (3.2)S(xi,y]-) contains the amplitudes of the pixets; (k) is

the TOA for each pixelx;,y;) with N corresponding to the number of antenna
positions.

3.1.1.2. Simple Wall Compensation

The method discussed in section 3.1.1.1, assunastlike medium between
antennas and the target is homogeneous, but as itase, there will be a wall in
between them, we will have to compensate for tifiectf of the wall. A spatial
model of through the wall propagation is shownigufe. 3.1.2.

For further calculations, let us assume a homagehend non-anisotropic wall
with effective relative permittivitye,,, present between the targets and the
antennas. As the wave travels through the walkptsed is reduced as compared
to the air as the permittivity, permeability, arehductivity of the material of the
wall is different from air. As a result, the TOA asred at the receiver will not
correspond to the correct location of the targbe Velocity of the wave inside the
wall can be calculated by:

1 _ 1 _ c
\/ngw \/Ha‘ga Hrw Erw \/Hrw Erw ’

Vwall ~ (33)

where ¢, and p,., are relative permittivity and permeability of theall
respectively. For non-magnetic materials,, = 1. Now the time to propagate
through the wall is then given by:

Dwall

, (3.4)

twall =
Vwall

whereD,,,;; is the width of the wall. The time difference beem free space and
through the wall propagation is found by:
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D
taifference = %” (\/ Erwan 1): (3.5)

so the extra time taken by the wave to propagatth the wall twice can then
be included inta;; (k) from eq. (3.2) as:

Tij (k) = tij (k) + thifference (36)

The targets in compensated image are better focasddcloser to their true
positions behind the wall [10].

S(X.2)
T =[XeZr]

~

Dyt Dyt 2 Dy

Wall

Ei

Air
&

Figure 3.1.: Spatial model of wave penetratinguigrothe wall

3.1.1.3. Differential SAR

Due to the presence of wall between the targetta@dintennas, there is always
very strong wall reflection. In [11], authors hasgggested the elimination of the
direct reflection from the wall.
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Figure 3.1.: Differential SAR model

During the SAR scanning, as seen in figure 3.1l3he objects seem to move due
to the motion of antennas, but as the distancdhefwall from the antennas is
constant during the scan, the reflection from tlaél vemains almost constant for
two consecutive antenna positions, whereas, tiectefn from the objects behind
the wall will not be the same.

Due to the elimination of the strong wall reflectiadhe signal to clutter ratio of
small objects gets better for objects behind thi. w@wever, the wall has to be
at the same distance from the antennas during étwsecutive positions.

3.1.2. Back Propagation Algorithms

3.1.2.1. Exploding Reflector Model (ERM)

Migration algorithms contained in this category tilsewave theory to migrate the
reflecting objects from time domain back to thettleomain. These methods are
based on the Exploding Reflector Model (ERM) whadsumes that instead of
EM waves starting from transmit antenna, gettindgeceed from the target and
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received by the receive antenna, the wave fieldsstt the target reflector and
propagating towards antennas with half the wavpagation speed.

The ERM says that the impulse response measurdthebyntennas along the
cross-range is same to the response measured theowgtual array, the only

difference between actual and virtual scans is thatctual scan the delay
corresponds to the time it takes for a wave todrevthe target, get reflected, and
come back to the receiver antenna, whereas, inaligcan, the time delay only
corresponds to the travel time between target haddceiver [15]. This is done
by using one half of the propagation velocity ie tfalculations.

The Exploding Reflector Model is shown in figurel.3. Exploding Reflector
Model can only be applied to the common offset ragmfigurations (transmit
and receive antennas at the same position).

z k Saz{;ces W>
> X :
b\\\ o2
@ X
Z h

A Reflectors
A
A
Z
A
/\\\\\
®)

Figure 3.1.: a) ERM with wave field originatingtatget surface at t = 0 and

propagating with half speed. b) Wave field leaviramsmitter, gets reflected from
the target surface and is received by the receiver.

X
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In practical scenarios, the received waves at thenaas are not always coming
directly from a reflector; instead the received eswan have higher order
reflections resulting from reflections between elgglaced target reflectors. This
effect causes the rise of artifacts in the imageegged by the migration

algorithms and is investigated in scenario 2 giireisection 6.2. The results in
section 6.2 show the presence of an object behimdnetallic plate, but in reality

there is nothing there. These effects can be méthdy use of directional

antennas having small beamwidth.

3.1.2.2. Kirchhoff Migration

Kirchhoff migration is based on the solution of lacavave equation. It is a fairly
complicated algorithm and it is explained by théhauin [12] in great detail. The
Kirchhoff Migration algorithm is based on ExplodiRgflector Model (ERM) and

can be applied to the data acquired via Syntheperfire Radar (SAR) system
using co-located transmit and receive antenna f@ramon offset case).

The objective of this migration technique is sanseosher techniques; i.e. to
migrate the target objects from the time domairkldacdepth domain. Kirchhoff
migration does this by back-propagating the scafave front received through
SAR system to the object plane through the integohltion of the scalar wave
equation.

Using the ERM’s assumption that the wave field ioages from the target's
surface at time zero, propagating with half theppgation speed towards the
receiver antenna; the migrated wave fiel@’,t) can be obtained from the
following equation according to figure 3.1.5

cosf 0

2R
— — _ 3.7

u(r',t) = % JI

Where6 is the angle between cross range axis (x-axis)t@@dine joining the
receiving antenna point and the migration point’. R is the distance between the
pointr andr'andv is the propagation velocity of the wave inside iedium.

Eqg. (3.7) can only be used for the common offseesand not in the cases where
transmit and receive antennas are not in pair. gkatlof [13] have proposed a
modification in the integral formulation to make @@mpatible with the multi-
static configuration as seen in figure 3.1.5.
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o | r
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Figure 3.1.: A multi-static Antenna configuration.

The eq. (3.7) for multi-static configuration caehbe written as

RiR, 0
u(r’,t) = [[ (cos 0; + cos6,) 12 —u(r,t
1 ot (3 8)
Ri + R, '

) dxdy leso

6, and@, can be seen as angle of arrival and angle of tepaat the target’ in
figure 3.1.5.

The range factor within the formulatigR, R,) is used as an amplitude correction
parameter, but its inclusion often amplifies thepéitmdes of the side lobes. Due
to this, the range factor is not included in therfolation resulting in

10
u@’,t) = [ (cos 6; + cosez)ggu (r, t

R, +R, (3-9)
) dxdy Jeo

+

As a result of such linear formulation in eq. (3.%he modified Kirchhoff
Migration can be implemented quite fast for uspractical applications.
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3.1.2.3. Phase-Shift Migration (F-K)

In 1978, Jend Gazdag proposed the phase shift tioigran [14]. Phase-Shift
migration uses the scalar wave equation for miggathe data acquired through
SAR techniques towards their true spatial positidigs technique is based on
Exploding Reflector model (ERM) as explained intset3.1.2.1.

According to the two-dimensional scalar wave equagiven in eq. (2.23); an

electro-magnetic fiela(x, z, t) is
9?2 9% 1 92
o2 Vo7 " |t at) =0 (3:10)

Wherex is the coordinate in the cross range (apertumagdsion,z in the range
dimension,c is the wave propagation speed inside the mediwaking the three-
dimensional Fourier transform of the eq. (3.10)oye andt gives

(1)2
<k; + k2 — C—2> U(ky, ky @) = 0 (3.11)

Wherek, andk, correspond wavenumber components inxthandz- direction,
respectively. AdJ(k,, k,, w) # 0, we must have

2
Zrkz-2 ) =0 (3.12)
x z " 2
Giving us
(1)2
Ktk ==K (3.13)

wherek is the magnitude of the wavenumber vector. EQL3(8is known as the
dispersion relation for two-dimensional wave equaivith constant velocity.

Taking two-dimensional Fourier transform of eq.1(B. overx andt, and using
the dispersion relation in eq. (3.13), results ifregquency-wavenumberF-{K)
domain equation given as

2
[% + (jkz)z] Uky,z @) =0 (3.14)

Here—k? is replaced byjk,)?.
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In case of ERM and radar applications, we only wmarsthe waves travelling
from the target to the receive antenna; i.e. negati direction. As a result, eqg.
(3.14) becomes

0
&U(kx’z’ w) = —jk,U(ky, 2z, w) (3.15)
The solution to the eq. (3.15) is of the form

Ulky,z,0) = Ulky,z=0,w)e ¥z (3.16)

This equation shows that an extrapolation of theefiald in thez-axis in the
frequency-wavenumber F{K) domain is a phase-shift operation. So, by
recursively moving the wavefield along theaxis with Az steps, the wave-field
can be reconstructed.

Assuming the frequency response of the channel unedsusing the stepped
frequency radar system is given by

H(f,z=0,x,) = Xy ape /2™t (3.17)

Steps needed to generate the migrated image frerfreuency response are as
follows:

Step 1: In order to convert the frequency response intcamefield, take Fourier
transform of the frequency response from the spat@main x into the
wavenumber domaih,

P

Hz(f' Zy = 0: kx) = 2 H(f' Zy = 0' xp) e_jkxxp (318)
p=1

The DFT in this step can be implemented by using F&r computational
efficiency.

Step 2: Propagate the wavefield 19 = z, + Az by appropriate phase-shift i
axis.

H?(f,z = z1,ky) = H*(f, 2y = 0, k, )e/*zA2 (3.19)

Wherek, denotes the wavenumber aloaglirection and is given by the wave
dispersion equation as
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2 2
k(o k) = (%f) — k2 (3.20)
c in eqg. (3.20) is taken as half the propagatioredpef the wave inside the

medium.

Step 3: Taking inverse Fourier transform of the wavefielebiok,, and f domain
in two steps, we get the temporal response ofyibes as

H(f,z=2z,%x) = sz: H?(f,z = 21, ky)e "™ (3.21)
kex
Then
Af 2T ft
h(t,z = z,,x) = FZ H(f,z = z1,x)e’ (3.22)
f

Step 4: Repeat steps 2 and 3 for the total range 4,8, = z,, + Az with
m=0,1,..,.M—1.

The resulting migrated image is created by exargitie temporal response given
ineg. (3.22) at = 0.

In order to compensate for the varying wave vejodiiring the wave propagation
(via different propagation mediumy,in eq. (3.20) has to be a function hfi.e.
c(z), containing velocity of the wave for eash interval, assuming the velocity
of wave to be constant inside\a interval.
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Chapter 4:

4. Selection of Algorithms
and Analysis

Up till now, we have discussed various migratiochteques for Ultra-Wideband
radar and we divided them into two major categoreck-projection and back-
propagation. Both of these categories contain rigratechniques which take
completely different approaches to get the imagenfthe measured data which
can be either in frequency domain (Transfer Fungtaw in time domain (Impulse
Response). Back-projection techniques use georaktapproach and back-
propagation techniques use wave theory to get theatad image.

Comparison of different migration techniques, beamy important part of this
master’s thesis project, had to be done. So, wetssl two migration algorithms
from the two main categories of migration techngjueamed Diffraction Stack
(Geometrical Migration) and Phase-ShiftK) Method.

The selection of Diffraction Stack is obvious assithe main technique belonging
to the back-projection group. On the contrary, $leéection of a method to be
implemented from the back-propagation group wassiople, but we selected
Phase-Shift method due to its faster implementatemmputational efficiency,

better focusing of the target objects and the tgltii compensate for the varying
velocity inside the medium [15].

4.1. Synthetic Data Generation

Implementation of algorithms was verified using thyatic data generated in the
frequency domain using the operational frequenaydbaf the system. Assuming
co-located isotropic transmit and receive antemmaspoint scatterers, we sum the
backscatter coming from each defined point scattereving at the aperture
without including the interactions between them; for each antenna position and
frequency, we sum up all the complex exponentiafsesponding to the defined
point scatterers according to the following equatio
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_j2nf

H(Fxp) = ) hree™ ¢ 20 4.1)
f

Wherel,. is the reflection coefficient of the point scattec is the propagation
speed andD corresponds to the distance between the pointeseatand the
receiving antenna,,.

The H(f,x,) is the transfer function which can be used diyeictithe Phase-Shift
algorithm but it needs to be converted into impulesponseh(t,x,) as
Diffraction Stack algorithm uses data in this forfimis can be accomplished by
computing the inverse fast Fourier transform (IFBffthe transfer function.

As an example, assume a 2 meter linear array ifrélgegency band of 9 to 16.5
GHz with co-located transmit and receive antentasepl with 1 cm of separation
in the array. A point scatterer placed 1 meter afnay the center of the aperture
i.e. atS(x, z) with x =z = 1m. Synthetic Data is generated with a frequestep
Af =5 MHz. The impulse response of the example seeher all the antenna
positions is generated by taking the IFFT of thetlsgtic data from frequency into
the time domain. The scenario is given in figurg. X, and the top view of the
impulse response for all the antenna positionsc@isis given in figure 4.1.2.

S(X,Z) = 2x2 meters

1 T=/1.010]
Z £,
E;
> Motion > 2
5@0:0 e o o o o o 5Wé
X

Figure 4.1.: Point Scatterer located at 1 metetydvean center of the antenna
aperture
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4.2. Comparison of Migration Methods

In this section, we will apply both algorithms tbet synthetic data generated
according to the method described in the sectibn®e metric of comparison is
taken as the side lobe level achieved by the dlgos.

4.2.1. Performance for Point like target

For this simulation, we will use a 2 meter linearag operating in the frequency
range of 9 to 16.5 GHz with a total of 7.5 GHz baiulth. The selection of this
frequency range is discussed in section 5.3.1.afbenna separation in the linear
array isAx = 1 cm and 2 cm with the frequency incrementa o 5 MHz and 10
MHz. A point scatterer is placed at 1 meter from ¢lenter of the linear array and
co-located antennas assumed. Algorithms are appld the data to get 2-D
migrated images which are then integrated over alsange to get a 1-D image
showing the spatially distributed grating lobes.eTiesulting beam patterns are
shown in figure 4.2.1.
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Comparison of Beam Pattern for Ax = 1cm Antenna Spacing & Af = 5 MHz
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Figure 4.2.: Theoretical beam pattern obtainediffsadtion stack and Phase Shift
method for apf =5 MHz andAx =1 cm, and bAf =10 MHz andAx = 2 cm

As seen in the figure 4.2.1, the Phase-Shift meth@iving much narrower beam
width as compared to the Diffraction Stack metrartt] the level of side lobes is
also very low for Phase-Shift method. Moreover, iherease in antenna
separatiomx and frequency stepf does bring a bit of jitter in the side lobes of
the beam pattern for both Diffraction Stack andgeh&hift method.

The computational time taken by Phase-shift metiwdnuch shorter than
Diffraction Stack due to the use of Fast Fourieansform to generate the
migrated images. Whereas the implementation ofr&uffon Stack algorithm



33

contains 3 nested loops thus requiring longer cdatmmal time for generating
the image.

4.2.2. Performance for Closely-Placed targets

Assuming four point scatterers placed 4 cm aparhfeach other in a rectangular
fashion are used to generate the synthetic datadviddth taken is 7.5 GHzZ\x =
1cm of antenna spacing aagh = 5 MHz of frequency separation. The resulting
images generated using both algorithms are shoviigune 4.2.2 with the scale
showing power levels in dB.

These resulting images show the overall performafdmth the algorithms. It is
clearly seen that Phase-Shift algorithm provide lmunwore sharper image as
compared to Diffraction Stack algorithm when theesihold (Max — Min power
level) for the side lobe level is set at -10 dBeTdelection of threshold level is
very important for making the resulting image cégaas the side-lobe levels
generated by Diffraction Stack are much higher tineenges generated by Phase-
Shift method. Also, if the threshold level is sééet very low then the smaller
reflections will not be visible in the resultingage.

It is seen clearly in the figures 4.2.2 a) andhal} the Diffraction Stack algorithm
generates much higher side lobes closer to theeseet, whereas, Phase-Shift
method refocuses the energy within a much smalfea &lose to the target
scatterers.

Another interesting thing to see is that the scatte alongz-axis can be
independently seen in the image resulted from &dtion Stack algorithm figure
4.2.2 (a), whereas, scatterers along x-axis casee@ separately in the image
resulted from Phase-Shift method figure 4.2.2 (b).

All of the above simulations were done without udihg noise in the transfer
function. Based on the results using synthetic,data seen that the performance
of DS algorithm is poorer as compared to PS algoriand that PS algorithm is
capable of distinguishing closely placed object$aip distance of 4 cm, whereas,
high side-lobe levels generated by the DS algoritanse the objects with a
separation less than 5 cm to be inside the sideslobeach other.
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Figure 4.2.: Numerical simulation of distributedgets. a) image obtained by
Diffraction Stack algorithm, b) image obtained WyaBe-Shift Method.
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Now as we have established that the Phase-Shiftatigirovides good results for
closely placed targets, another example for theetyoplaced point targets is
given below; with the scenario layout given in figu4.2.3, Impulse Response
(FFT of synthetically generated transfer functignjen in figure 4.2.4, and the
resulting image from the Phase-Shift migrationsdrewn in figure 4.2.5.

B

Figure 4.2.: Closely placed point targets

0 02 04 [ 08

Figure 4.2.: Migrated Image by Phase-Shift Mignatio






37

Chapter 5:

5. UWB Radar Devices and
Setup

In this chapter, we will be explaining the deviessed for our UWB radar setup.
Figure 5.1.1 contains a detailed block diagram wf madar system. UWB radar
system consists of a Vector Network Analyzer (VNA), laptop computer
controlling the VNA, two 10 meter long coaxial cedl two Vivaldi antennas, a
Low Noise Amplifier (LNA), a 9 meter long rail, ad®motor, and a trolley for
moving the antennas over the rail.

5.1. UWB Radar System Design

5.1.1. Vector Network Analyzer (VNA)

A Vector Network Analyzer (VNA) is used to meastine frequency response of
a channel which could be either a wireless chanvil a transmit antenna
connected t@ort 1 of the VNA and a receive antenna connecteglota 2 of the
VNA, or a wired channel where a cable is used tonect the two ports of the
VNA. As we are going to use the stepped frequecyicuous wave radar system
(SFCW), this device is going to be the most impdrtpart of the complete
system.

The VNA operates by exciting the TX antenna, whialiates the channel with
discrete toneg from a wide frequency band fropert 1 and then measuring the
signals received by the RX antenna connecte@ot 2. The parametesS,;
contains the relative amplitude and phase inforonatf port 2 with respect to
port 1. The operating frequency range (bandwidth of the system and the
frequency stepAf are selected by the user.
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Figure 5.1.: Block Diagram of UWB Radar System

As an example, assume an UWB application with quieacy band of 3 to 8 GHz
(6 GHz bandwidth) with a frequency stag of 3.75 MHz, resulting into 1601
frequency points, it will be able to detect a maxmmultipath spread of:

- 5.1
T'=375 %106~ 2061, ©-1)

which corresponds to a total distance of 80 metdrkh is enough for small
testing environments. As seen from the above dsons if the number of
frequency points are reduced, th¢g will increase resulting a small, so the
selection of these parameters should be done aith c

Now as the environment is going to be measured fidfarent antenna locations
(SAR technique), the measurement data had to bedsfv every position. In

order to automate this, we used an applicationldped in Labview® (a National

Instruments software) to control the VNA functicarsd a DC motor to move the
antennas over the rail. The computer is connectéget VNA via a USB port. The
S,, data collected by the VNA for each antenna pasitsosaved by the Labview
program which is then ported into Matlab® for aay
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The VNA used in our setup is HP 8720C and has anabipg range of 50 MHz to
20 GHz. The dynamic range of VNA for IF bandwidthl® Hz is given in the
table 5.1. This table is taken from the originalquct specification manual [20].

Frequency Rangein GHz
0.05-0.t 0.5-2 2-8 8-2C
Maximum Receiver Power
(<0.1 dB compression)
Maximum Sour ce Power
(at test ports)
Receiver Noise Floor

+200dBm  +13dBm  +10 dBm +10 dBm

+10dBm  +10dBm  +10 dBm +10 dBm

-65 dBm -90 dBm  -93dBm -93 dBm

(sensitivity)
Receiver Dynamic Range 85 dB 103 dB 103dB 103 dB
System Dynamic Range 75 dB 100 dB 103 dB 103 dB

Table 5.1: Dynamic Range of HP 8720C VNA for IF thardth = 10 Hz [20]

The frequency range used in our radar setup i4®5-GHz, having 1601 discrete
frequencies with an IF bandwidth of 1 KHz. So, adowy to table 5.1, the system
dynamic range and the receiver noise floor (recesensitivity) of our radar
system, with 1 KHz IF bandwidth is;

System Dynamic Range gy, = 103dB

System Dymaic Range, gy, = 103 — 20 = 83dB
(5.2)
Receiver Sensitivity,oy, = —93dBm

Receiver Sensitivity gy, = —93 + 20 = —=73dBm

The receiver sensitivity (noise floor) for IF baridthh of 10 Hz is -93 dBm, as
given in table 5.1, so for IF bandwidth of 1000 Hze noise floor of the system
increases by 100 times which corresponds to 20vadich results in receiver
sensitivity of -73 dBm. Similarly, the system dyriamange is reduced to 83 dB
due to 1000 Hz IF bandwidth.
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Dielectric

Figure 5.1.: Vivaldi Antenna with a coaxial conract

5.1.2. Antenna Selection

The antennas selected for use in the radar systeemiealdi antennas operating in
the frequency range of 9 to 25 GHz. The Vivaldiemma is shown in figure 5.1.2.
Vivaldi antennas are directional and wideband awdsrwhich are suitable for use
in the radar system considered here. Directiontdraras are preferred in radar
systems as they irradiate reflectors only in tardeection, and reduce the
reflections from walls and objects in other direns especially from the reflectors
(wall) directly behind the antennas. Another reasbrheir selection was their
small size and weight as the rail on which the rams are supposed to move does
not support heavy antennas like horn and log-periadtennas.

The Vivaldi antennas used in our measurements &aypical gain of 8 to 10 dBi
with the main lobe in front of the antennas. Bdth aintennas are mounted on a
small trolley which is placed on a 9 meter lond.rAi picture of the trolley is
shown in figure 5.1.3. As seen in figure 5.1.3n$mit antenna is placed above the
receive antenna with a separation of 11.5 cm. Tikgmte of transmit antenna
from the ground is approximately 140 cm.



Figure 5.1.: Trolley with Tx and Rx antennas

5.1.3. Devices Connection Setup

The complete device connections are shown in figutel, whereport 1 of the
Vector Network Analyzer (VNA) is connected to thrartsmit antenna via a 10
meter long coaxial cable. The Receive antennanseced to the input port of an
LNA having a gain of about 15.6 dB in the frequebeyd of 9 — 16.5 GHz. The
output port of the LNA is connected ptort 2 of the VNA via another 10 meter
long coaxial cable. Both antennas and LNA are mexhioin a trolley as shown in
figure 5.1.3. This trolley is placed on a 9 meterd rail and is connected to a DC
motor via a non-stretching rubber belt. The DC masocapable of moving the
trolley with 1 cm granularity and is controlled e Labview® application
developed at the department of electrical and m&tion technology, EIT-LTH,
through the USB interface.

The resulting complete radar system overview iggiw figure 5.1.4.
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Figure 5.1.: UWB Radar System Overview

5.2.Channel Measurements

Considering figure 5.1.4, we are mainly interestedhe relative amplitude and
phase ofort 1 andport 2 calledS,;. During the frequency scan, VNA emits a
frequency tong fromport 1 and then measures the relative amplitude and phase
S,1(f) with respect tgport 2 as given in eq 5.2, wher®(f) is the signal at
port1 andY(f) is the signal aport 2. This method automatically results in
phase synchronization between the two ports. Theakileaves the transmit
Vivaldi antenna, gets reflected and scattered ftioensurrounding objects and is
received by the receive Vivaldi antenna. The sigeahmplified by the LNA
connected between receive antenna and coaxial cahleecting to the port 2 of
VNA. Due to the absence of any absorber betweestna and receive antennas,
there is a strong direct component present. Thieateins from the ground
directly below the receive antenna is very lowlasmain lobe of the antenna has
very low gain in that direction.

Y(f)
S =—2 5.3
200 = 37 (5.3)
The measured,,; parameter for each antenna position accordinghéofigure
5.1.1 contains the transfer function as a producthe cable, Tx antenna,

propagation channel, Rx antenna, and the LNA andeanritten as:
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S21(meas = Heap ()  Hrx (f) - H(f, 2 = 0,%) * Hrx (f) * Hina (f) (5.4)

Heqp (f) and Hyya(f) are measured after the measurements and then edmov
from S31(f)meas, l€aving only the product dfir, (f) - H(f,z = 0,x,) * Hrx(f)

in theS,1 (f) corrected 1-€- S21(f) correctea CONtains only the effects of Tx antenna,
propagation channel, and the Rx antenna.

5.3.System Parameters

As said before, in order to get a good cross-raagelution, we need an aperture
length of several meters. This is accomplished $iggia9 meter long rail to get
synthetic aperture length 8f5 meters for our radar system. The frequency range
used in our radar system is fronto 16.5 GHz yielding7.5 GHz of frequency
bandwidth. The frequency steff used is approximatel¢.68 MHz by using
1601 frequency points over a bandwidtho$ GHz.

5.3.1. Selected Bandwidth

The best frequency range for through the wall radwging systems i8 —5
GHz as signals in this frequency range can passughr walls without much
attenuation [2], due to which, the bandwidth2of 8 GHz has been majorly used
for through-the-wall radar imaging systems. Asftieguencies higher thasi\GHz
have not been used for the similar radar systenes,decided that it will be
interesting to investigate the frequency range9ef 16.5 GHz in our radar
system. The selection of such high frequency rérge its own pros and cons
which are;

2
* Free space path Io:{él'Z—d) and cable (20 meters) attenuation increases

with the increase in frequency, resulting in higlpewer losses in the
band of interest resulting in a lower received poleeel.

» Higher frequencies suffer from higher attenuatidmew passing through
materials which further reduces the received pdexazls.

* One advantage of selection of such higher frequeaage is the fine
cross-range resolutiagdx achievable by the radar system.

So, the selection of this high frequency rangeltesun lower received power due
to free space losses, cable attenuation, and atienun the wall materials, but it
does result in a much finéi.
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5.3.2. Frequency Step Interval Af
Use of discrete frequency spectruftf) causes the receivednc pulses to be
periodic with intervall = 1/Af [15]. The selection oAf =4.68 MHz allows us

to detect multipath arrivals in time for up®o= 213 nsec, which is sufficient in
our selected scenario as the maximum distance wetosee i20 meters (to the
target and back) correspondingTto= 66 nsec, upon including the cable lengths
(20 meters with wave propagation spee2¢8 c), the required” becomesl76
nsec.

5.3.3. Cross Range Sample Interval Ax

The Vivaldi antenna, being directive, only detemtsobject when it lies within its
beamwidth. The chord length of the antenna is claseero at the antenna
position which increases when moving further awagn¥ the antenna. The
beamwidth of our Vivaldi antennas is not known, iaddally, it also changes
with the increase in frequency. Assuming a beaniwidtthe antenna to &5°,
the chord length at a distang@ cm away from the antenna3® cm.

35
Z=05x2xsin (7) =0.30 (5.5)

So in order to cover all the area in front of tibeana aperture, we need to set
Ax < 30 cm. In order to increase the total received pdwen each scan position
[15], Ax = 2 cm was chosen resulting in a total4@5 antenna positions for an
aperture length 08.5 m. The number of sampling intervals affects amanint
information extracted from the environment, theoteson of the migrated image,
and the power levels of the target peaks with higheak levels for smaller
sampling intervals with respect to larger intervals

5.3.4. Down-Range Resolution §z

The ability to differentiate between signals anmgifrom both the target and the
immediate surroundings is very important in terrhsamge resolutionyz, of the
radar system. This is possible when the time diffee between both arrivals is
greater than the pulse wid#lr. As the channel is measured in frequency domain,
the spectrunX(f) in frequency domain translates inténc pulses with width
6t =1/B in time domain. Using the pulse widi#t in eq. (2.1), the range
resolution becomes;
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c X6t c
YA 5 % 0.02m (5.6)

the range resolutiodz, of the system, for bandwidth of 7.5 GHz, is tBusm.

Chord Length
. OX

0.5m SS\V/

Figure 5.3.: Range and Cross-Range Resolution

X

5.3.5. Cross-range Resolution 6x

One of the main advantages of the synthetic aperadar is its ability to provide

a fine cross-range resolutidix by reducing the real beam width of the antenna.
According to the authors of [15], the synthetic meaidth of a SAR system is

B = Z;X as seen in figure 5.3.1. Hefe= 12.75 GHz and theX is the synthetic

aperture siz&.5 m which results i = 1.4 x 1073. For such small angles, the
chord lengthSx is approximately equal to the: Z whereZ is the maximum range

of the radar system,

(5.7)
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Eq. (5.7) shows that the cross-range resoluionof our radar system strictly
depends upon the maximum range of the radar. Bypg&k= Z, the cross-range
will only depend upon the center frequengywhich is12.75 GHz. So for our
radar systemyx is approximatelyl.2 cm which is of the order of range resolution
6z which is2 cm.

The theoretical achieved image resolution is shiowiigure 5.3.2.

z
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-
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_— | \
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Carrier frequency

| |
Cross Range X

Figure 5.3.: 2D Image Resolution

5.3.6. Radar System Limits

Our radar system is mostly limited by the selecobrsystem bandwidth and the
frequency range. The range and cross range aceralected with the bandwidth.
Simply saying, higher the bandwidth, greater wélthe image resolution and the
ability to recognize the target’s shape. The ardeaperture length and antenna
beam width are also important in order to see ladl targets in front of the
antennas. The radar system being a forward loogystem, the antenna aperture
needs to be in front of the area of interest. Atke, radar system can only work
with directional antennas in order to avoid refl@es from the back of the
antennas, however, omni-directional antennas doeldsed with absorbers at the
back in order to get rid of reflections from tharef the antennas.

The achieved resolution and the resolution errorsiwenario 1 for an antenna
sampling interval of 2 cm and using full bandwidtlgiven in the table 5.2;
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Migration Down-Range

Algorithm Resolutiol Error Resolutiol Error
Phase-Shift 2cn +2cn 2cm +1cm
Diffraction Stack 2cm +2cn 5cm +25c¢cn

Table 5.2: Practical Resolution of the Algorithms

The detail of these figures is given later in sec6.4.

The strong direct component between the antennsseis with highest power in
the generated radar image which remains constamafth antenna position. The
reflections from the targets are much lower thais tomponent, which is

compensated by taking multiple samples along tin¢hsgic aperture, resulting in
higher peaks at the target location in the genénatdar image.

In practical scenarios, the cross-range resolusi@iso dependent on the antenna
sampling interval with higher intervals leading pmor resolution and less
information about the environment. The effects alvihg a larger sampling
interval are shown in figure 6.3.3. Due to highampling intervalAx = 6cm,
among other things, the studs inside the wall atevisible in a), whereas, they
are clearly visible in b) foAx = 2cm.

Scenario 3: PhaseShift Sampling Interval 6cm (3GHz to 16.5GHz)

Down Range Z [m]
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Scenario 3; PhaseShit Sampling Interval 2cm (9GHz to 16.56Hz)

Down Range Z [m]

Figure 5.3.: PS results for scenario 3 witlAa)= 6cm, and b)Ax = 2cm

One major limitation on the radar system when udihg Diffraction stack
algorithm is the ability to discriminate betweerotatrong reflectors placed close
to each other, let us say, 10 cm due to the higgn Isbe levels. On the other hand,
due to very low side lobe levels, Phase-Shift mgthan discriminate between
closely placed reflectors with much better accuracy

The objects with good reflectivity can be locatedily by our radar system but
objects with lower reflectivity are not shown clgan the migrated image which
is obvious. Also the distance from the antennampartant as the power of the
reflection received from distant targets is smdiick leads to lower signature in
the migrated image.

5.4.Signal Processing Steps

To convert the SAR measurement data into a statrenh can be used by the
migration algorithms requires several signal precgssteps. The requirement on
the dataS,; is that it should only contain the effects of ttennel and antennas,
but the original data received after the measuréneontains the effects of two
10 meter long cables connecting antennas to the twis pf the VNA according
to eq. (5.4). It also contains the effects of thglfier and the small wires which
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are soldered onto the Vivaldi antennas. So the @ataction was an essential step
to make this measurement data in a useful state.

5.4.1. Received Transfer Function

The receiveds,; for a single antenna position is shown in figuré.b. It is seen
that the received power level starts decreasirgy 42 GHz with the peak level
being at 10.8 GHz. Power level becomes stable vgaching 13.8 GHz and stays
within 5 dB up till 16.5 GHz. During this declinie received power drops from -
45.2 dB to -75 dB, a loss of 30 dB. This is du&following reasons;

* The free space path loss, which increases witintireasing frequency.

» Cable losses, as the attenuation increases witeasing frequency.

» The antenna gain over the entire frequency rangenobbe same.

* The directivity of the antennas increase with iasmeg frequency,
resulting in the power of direct component gettiogver, giving less
overall received power.

S21 for one antenna position

45 T T T

Powerin dB

i I | i
9 10 1" 12 13 14 15 16
Frequency in GHz

Figure 5.4.: & for a single antenna position

5.4.2. Effects of Cables and LNA

After the measurements, the effects of cables & were measured so that they
could be removed from thé&,; leaving only the effects of antennas and
environment. As said in section 5.4.1, the attdonataused by the 20 meter long
cables depend upon the frequency. This phenomendearly seen in figure 5.4.2
a) with the response of LNA given in figure 5.4)2 b
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Figure 5.4.: a) Cable Attenuation b) LNA Gain

The gain of the amplifier is not stable and haseamwvalue of 15.6 dB. The gain
stays between 16.6 dB and 14.8 dB, and is abovedEin the range of 11 — 16
GHz.

5.4.3. Data Correction

The original data collected in the measurement®mwverted into time-domain by
using Fast Fourier Transform and is shown in figure3.
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7
Cross Range &x x 10

Figure 5.4.: Impulse response of Unprocessed SAR da

The first peak in the above figure is the direanponent from transmit to receive
antenna. The delay ahead of this peak corresporitie tpropagation delay of the
signal through the twd0 meter long coaxial cables, low noise amplifierd an
small cables soldered to the antennas.

Power [dB]

Cross Range 8x Delay t

Figure 5.4.: Impulse Response after 20 meter ladets effect removal

Impulse response, after removing the effect of i@aneter long coaxial cables, is
given in figure 5.4.4.

In the end, the effect of LNA and the cables s@deao the antennas is removed
from S,;. The resulting impulse response is given in figoure5.
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Figure 5.4.: Impulse response after full calibnatio

After all these corrections, the data can be useddnerating the migrated image
of the targets.

The corresponding transfer function after the catibns is shown in figure 5.4.6.
It is seen that as compared to figure 5.4.1, thaadiloss at frequencies higher
than 12.6 GHz has decreased from 30 dB to 10 @B tfé calibration.

Power [dB]

Cross Range &x Frequecny Range in GHz

Figure 5.4.: Transfer Function after data correctio
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Figure 5.4.: Transfer function without direct amarcomponent

In order to see only the received power correspundo the targets and their
surroundings, the direct component of the antermesmoved from the corrected
data; the resulting transfer function is givenigufe 5.4.7. It is clearly seen that
after the different data corrections and removadioéct component, the power
received over the entire frequency band is arcuds to —40 dB.

Figures 5.4.3 to 5.4.7 are generated using measutetiata of scenarib (details
in chapter6). Same correction steps are applied on the measiata of scenario
2 and3 before using them in the algorithms.
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Chapter 6:

6. Experimental Scenarios &
Results

This chapter includes the three experimental so@hand the resulting images
migrated by the two selected migration methodsfr@dtion Stack and Phase-
Shift Method. The UWB radar system, explained iagtlr 5, is used to measure
the frequency domain data in the three differeahados.

The setup of first two experimental scenarios wasedin room E:2311 in EIT
department of LTH, Lund University. The through-thall scenario setup was
done in the wireless communications corridor in @ding. The target objects
selected for the measurements are metallic, thusidndigh reflectivity. We used
one metallic plate, a metallic cylinder and a baapped in aluminum foil. The
dimensions of the targets are given in table 6.1.

Metallic Cylinder @ 11cm, H 30.5 ¢l
Metallic Plate 37x52 cm (Lx W)
Aluminum wr apped Box 24 x24x30 cm (Lx W x D)

Table 6.1: Object Dimensions

As the height of the antennas on the trolley isaxmately 140 cm, so we had to
place the target objects at the same height to Kemp in the same horizontal
plane as the antennas. We used a table, 3 boaks? adlocks to underneath the
cylinder, 3 Tables for the metallic plate, and emistand to hold the aluminum
wrapped box at the same height as the antenna$ioas in figure 6.0.1. As we
used measuring tape for measuring the distancege tlee a possibility of
measurement error of up 405 cm.

The first two scenarios are selected to test theuracy of the migration
algorithms and verification of selected system paatars, with the third being the
main scenario as it involves EM wave-propagatioough the wall.
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Following sections contain the detail descriptidnmalividual scenarios and the
corresponding images generated by the migraticorighgns.

Figure 6.0.: Target Objects for Scenario 1 & 2

6.1.Scenario 1: Description & Results

Measurements for scenario 1 are done in room E1.2Bitial position of the
antennas is taken §%,,; = 0.00,Z,,; = 0.00 ] and final position is atX,,; =
8.50,Z,,: = 0.00 ] meters withX and Z being cross range and down range
respectively. The distance between antennas andidhen front of them is4.3
meters. This wall is not homogeneous, as it hascatnets which are filled with
metallic objects. The metallic Cylinder, metalliate, and Aluminum wrapped
box are placed afX. = 0.95, Z. = 3.00], [X, = 3.5, Z, = 2.28], and [X, =
7.28, Z,, = 3.06] meters respectively. The complete scenario 1 ulaymith
objects position relative to the antennas is shiomiigure 6.1.1.
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Figure 6.1.: Measurement Scenario 1 Layout

The results from Diffraction Stack (DS) and PhabdtS(PS) migration
algorithms are given in figure 6.1.2 a) and b) eespely.

Scenario 1: PhaseShit Open Space Objects
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» .
t

4
Cross Range X [m]

a)
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Scenario 1 with TOA Estimation Method

Down Range Zjm]
t

05

7]
Cross Range X{m]

b)

Figure 6.1.: a) Imaging results from Phase-Shifjodithm, b) Diffraction Stack
Algorithm

As it is clearly seen in figure 6.1.2, the sideddevels of the DS migrated image
are much higher than the image migrated by PS ighhgar This is expected as we
also saw the same characteristics during the gatifin of the algorithms on the
synthetic data. As a result, the dimensions otdhget objects are much clearer in
figure 6.1.2 a) with respect to b). As we did niaice any absorbers between the
antennas, there is a strong direct component &tndis of12 cm. It is seen that
only the front of the box is clearly visible as mag the received energy is
reflected by this surface and very little energyeseived from the sides and back
of the box.

In the figure 6.1.2, the cylinder’s reflection siduare is very low, corresponding to
the fact that our SAR system is a forward lookiggtem and due to its cylindrical
shape, causing little energy to be reflected dydmack towards the antennas and
most of it to be scattered. There is a strong cafia from the front-wall. As the
wall was not continuous, but had two wooden cabineside it, so, there were
some strong reflections coming from inside the wdllere cabinets are located,
the reflections correspond to the presence of tretdjects in the wall cabinets.
We are unable to see any distinct reflectors, wihéclklue to the low received
power from the reflections and due to being toselm each other with a distance
less than 5 cm.
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The clearest objects seen in figures 6.1.2 arengtallic plate and the aluminum
wrapped box. Results achieved through PS algorigiwe good information
regarding the starting and ending point of thegkatd the box with respect to
cross-range with side-lobe levels of -21 dB and &B respectively, with
providing accurate down-range information with sidlee levels of -12 dB. On
the other hand, side-lobe levels in the resultegeed by DS algorithm are mere
-4 dB, so we cannot find the starting point of bptate and the box with good
accuracy. Nevertheless, they give good accuracytahe location of the objects
in down-range.

Apart from the placed target objects, we see matifaets in the radar images
generated by the phase-shift method (also seen whieg noise-free synthetic
data) which results from the use of fast Fouriangform instead of discrete
Fourier transform as described by the authors6i [1

6.2.Scenario 2: Description & Results

In scenario 2, we have investigated the effectsvofclosely spaced targets on the
migrated image. E: 2311 was used for this scenkl®oe we placed the metallic
cylinder in front of the metallic plate at a distanof 57 cm at the coordinate’s
[X. = 3.63, Z. = 1.71] meters as shown in figure 6.2.1. The aluminum peap
box is not moved for this measurement scenario.cbheplete scenario 2 layout is
given in figure 6.2.2.

Figure 6.2.: Cylinder in front of Plate in Scena2io
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Figure 6.2.: Measurement Scenario 2 layout

The resulting migrated images from both algoritfare given in figure 6.2.3.

Scenario 2: PhaseShift Hidden objects
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Scenario 2 with TOA Estimation Method
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Figure 6.2.: a) Image generated by Phase-Shiftrilguo, b) Image generated by
Diffraction Stack Algorithm.

The images generated by both the algorithms are @oicurate in regenerating
and positioning the target objects at their cortecations. As mentioned before,
the side lobe level of DS is much higher than Rfbistwe can extract less
information about the dimensions of the target ffayare 6.2.3 b) as compared to
figure 6.2.3 a). Another interesting thing seerthat the portion of the plate
directly behind the cylinder is not visible as clgas the rest of the plate which
can be attributed to the forward looking natureoaf radar system. There are
some strong artifacts behind the plate at a distah@pproximatelyt4 cm. The
distance between plate and the rear of the cylinsleapproximately46 cm.
According to our calculations, this is caused bg tleflections of the waves
between plate and cylinder i.e. a wave arrivehatplate, gets reflected towards
the cylinder, cylinder reflects it back towards filate, and finally the wave gets
reflected again from the plate and reaches thevee@amtenna. Or we can say that
for this frequency range the plate acts as miroorttie cylinder, so there is an
inverted mirror image of the cylinder. Yet agaihe taluminum wrapped box is
shown at its exact location and the reflectionsiftbe cabinets are also seen here.
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6.3.Scenario 3: Description & Results

In this scenario, we investigated the effects afspnce of a wall between the
antennas and the targets on the migrated imageajedeby the two algorithms.
In ideal conditions, the wall should be homogenemu its relative permittivity
€, should be known so that the wall compensation lsandone with good
accuracy. But in practical cases, the wall is némenogeneous and as a result, the
properties of the materials are not known. In otdeget accurate results, we made
approximations regarding the permittivity and widfithe wall.

Measurements for scenario 3 were done in officeridar of the wireless
department at EIT building, LTH, Lund Universityn#&nnas were at a distance of
approximately44 cm from the wall. A portion of the wall was made of plaster
and bricks and another portion was made from co@arith reinforced metallic
grid in side of the wall. There were also 3 woodeors in front of the antenna
aperture. Our 9 meter rail covered 3 offices ofabeidor.

We placed the metallic plate inside room 1 andnieéallic cylinder inside room 2
as shown in figure 6.3.1. These are placed dirdslyind the wooden door. The
dimensions of the rooms atex 6 meters. As we did not have access to room 3,
we could not place a target inside it.

Figure 6.3.2 shows the rail assembly and the aatesetup in the corridor.

Figure 6.3.: Metallic Plate and the cylinder plagetvo different rooms
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IC

c) d)
Figure 6.3.: a) Antenna Assembly, b) & c) 9 metergl rail covering 3 offices,
along with the VNA and Laptop, d) wooden cabindihwivo bottles inside room
1

The complete scenario layout with distance measemésris given in figure 6.3.3.
Here, antenna’s starting position[i8,,: = 0, Z,n,: = 0] meters, the position of
metallic plate is approximatelyx,, = 0.60, Z,, = 2.60] meters, and the metallic

cylinder is placed at approximatdlyf, = 3.93, Z. = 1.64] meters. The contents
of the room 3 are unknown.
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The width of the plaster wall and the doors is appnately 12 cm, and4 cm
respectively. The width of the concrete wall is mown (~15 cm).
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Figure 6.3.: Scenario 3 Layout

6.3.1. Results without wall compensation

This section contains the migrated images generayeDiffraction Stack (DS)
and Phase-Shift (PS) algorithms without taking iatmount the effects of the
wall. As expected, target positions are not showtheir original locations, rather
they are shown approximatebycm away from their true positions. This is due to
the change in velocity of the wavefield inside wal. As clearly visible, the side
lobe level produced by DS algorithm is much highien PS algorithm. As a
result, the image generated by PS algorithm isngivis much more information
about the target objects present.

As the rooms were not entirely empty, so insteadsifhaving the reflection from
the target objects, we also have a lot of reflestiiom the other objects present
inside the room.

The results without wall compensation are showiigire 6.3.4.
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Figure 6.3.: Scenario 3-without wall compensation
a) Phase Shift results b) Diffraction Stack results
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In figure 6.3.4 a), if we look closely at the walle see the presence of several
strong reflectors at the center of the wall whicluld be metallic studs placed
approximately 44 cm apart. These metallic studsatevisible in b) which is due
to higher side-lobe levels generated by DS algorithletallic studs are only seen
in the plaster wall, whereas, a strong continuailector is seen in the concrete
wall starting at 5.5 meters which probably corregfsoto reinforced metallic
structures present inside the wall.

In figure 6.3.4, we can see strong reflection frimside the wooden cabinet in
room 1 with two distinct peaks in a) and a comma@aakpin b). This could
correspond to the bottles present inside the woaddrnet as shown in figure
6.3.2 d). There are also two strong reflection$itrigext to the wall of room 3
which are clearly seen in both images. We did imat &ny reflecting object placed
at that range in the room 3. These reflectionscbel generated by the other side
of the wall and as the wave speed inside concsebess than that of plaster, the
reflections are shown outside the width of the wall

6.3.2. Results with wall compensation

As described in section 6.3.1, in order to coryecimpensate for the effects of
the wall, the wall should be homogeneous (samedimgjl material), the exact
thickness of the wall should be known, and thetirggpermittivity €, should be
known beforehand. In practical scenarios, wallkhess, material of the wall, and
the permittivity of the material is never known,s@l the walls are not
homogeneous and are made up of different type diemass ranging from
concrete, bricks, metallic studs etc. So, we haveot approximate the width and
permittivity of the wall. An error in these apprmations will only result in the
shift in target location along axis i.e. the targets will not be at their true
positions, with the symmetry in the target's shaypact. In our case, the wall is
not homogeneous; the width is not same due tordsepce of the doors, width of
the wall is12 cm and the door width & cm.
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Scenario 3: PhaseShift Behind Wall Objects

Down Range Z [m]
w

4
Cross Range X [m]

a)

Scenario 3 with wall using TOA Estimation Method With Wall Compensation

Down Range Z{m)

4
Cross Range X[m]

b)
Figure 6.3.: Wall Compensated Images. a) Image @&wby Phase-Shift
Method b) Image Generated by Diffraction Stack

As an approximation, we took width of the wall 48 cm and the relative
permittivity €, of the wall as approximatel.1 (e, for concrete is 4.5). These
values were used to generate the migrated images ate given in figure 6.3.5.
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By using the approximations, we were able to get ¢brrect locations of the
targets with less clutter in the PS generated insyeompared to the DS image.
We can also see one strong reflection from an olfjem inside the wooden
cabinet in figure 6.3.5 a), we assume that it caaldespond to one of the bottles
having a golden foil wrapped around it as showiigare 6.3.2 d), we are not sure
about this as there was no object present righibimt of the cabinet. However, the
two peaks seen in figure 6.3.4 a) have moved tosvrel inside of the wall. This
strong reflection is not seen in the figure 6.3)&b there is a lot of clutter at the
location of the cabinet. Also, seen in both theufgg, the reflections from the
opposite wall are quite clearly visible in figur8% a) whereas only the opposite
wall of the middle room is visible in figure 6.30. In figure 6.3.5 a) there are
some reflections from the side walls of the roomotresponding to the metallic
frame of the white board. The metallic studs a» alisible inside the wall,
though they have moved a bit closer towards thermats resulting from the wall
compensation. The metallic studs, as well as, éfieations from the side wall of
room 1 are not visible in figure 6.3.5 b). Theraither strong reflection coming
from the wall between room 2 and room 3 at a detaof 2.4 meters from the
antennas. It could correspond to the metallic hsldelding the book shelves
present in both the rooms, but we are not sure.

There are two strong reflections right next towadl of room 3 which are clearly
seen in both figures 6.3.5 a) and b). We did mad &iny reflecting object placed at
that range in the room 3. These reflections coeldénerated by the other side of
the wall. After the wall compensation, these rdftats did not move inside the
wall, this is not surprising as we did not compéadar the concrete wall.

The results for different,. and different wall width are given in Appendix A.

6.4. Results for Small Bandwidth

As said in section 5.4, the received poWgr component was decreasing after
frequency range of 12.6 GHz, but the received pdwen the targets and their
surroundings was-35to —40 dB, so in this section we are going to present
images generated using two frequency ranges, i.e. 2.5 GHz (3.5 GHz
bandwidth) and 12.5 — 16.5 GHz (4 GHz) and disdtssimplications on the
theoretical and achieved resolution of the migratealges. Table 6.2 contains the
information about the achieved and theoretical lnt®ms achieved by these two
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frequency bands. These values are chosen afteysemal images generated for
scenario 1.

Theoretical Practical Theoretical Practical

. 9-12.5GHz 1.4 2 4.3 6
Phase.Shlft 12.5 - 16.5 GHz 1 2 3.7 6
Algorithm

9-16.5 GHz 1.2 2 2 2

. . 9-12.5GHz 1.4 26 4.3 4

Diffraction 12.5-16.5 GHz 1 >5 3.7 4
Stack

9-16.5GHz 1.2 >6 2 2

Table 6.2: Image Resolutions for different frequeranges

The theoretical cross and down range resolutioagsamd by using eqg. (5.6) and
(5.7). As given in table 6.2, the practical imagsalution achieved by the radar
system when using lesser bandwidth is less thathdwretical resolution and the
resolution achieved when using full bandwidth. Thdue to the rise in side lobes
in the images generated by both algorithms, withr&silting in better resolution
in down range and PS resulting in better resolutiaecross range.

C
2x B
c-Z

T2 fXxC

0z =

(5.6)

ox

(5.7)

The figures 6.4.1 to 6.4.3 are showing the praktiesolution achieved for the
scenario 1 by Phase-Shift method and DiffractioacktAlgorithm. The images
are zoomed onto the metallic plate placed in fodrthe antenna rail in scenario 1.
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Scenario 1: PhaseShift Open Space Objects (9GHz to 16.5GHz)
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Figure 6.4.: Practical Resolution using full 9 =5L&Hz
a) Phase-shift Method b) Diffraction Stack Algonith



b)

Figure 6.4.: Practical Resolution using 9 — 12.52GH
a) Phase-shift Method b) Diffraction Stack Algonith
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b)

Figure 6.4.: Practical Resolution using 12.5 — 16ty
a) Phase-shift Method b) Diffraction Stack Algonith
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Images generated using the above two frequencysbaredshown in the figures
6.4.4 — 6.4.9. As seen clearly, the resolutiorhefdenerated images is worse than
the images generated using full bandwidth, whicls weapected. The figures
generated using the frequency band of 9 — 12.5 @ zgiving somewhat clearer
results as compared to images generated using-165% GHz. This could be due
to the lower signal to noise ratio at higher fraggies.

The power in the direct component present in theived signal as seen in figures
6.4.4 —6.4.9 is less in the frequency range d £216.5 GHz as compared to the
lower frequency range. This is due to the fact thatdirectivity of the Vivaldi
antennas used increases with increasing frequency.

Following are the figures generated using the tifferént frequency ranges.
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Scenario 1 Using Diffraction Stack Algorithm with Bandwicth (9-125G)
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Figure 6.4.: DS results for Scenario 1 using déferfrequency ranges

a) 9-125GHzb)12.5-16.5GHz
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Scenario 1: PhaseShift Open Space Objects (9GHz to 12 5GHz)
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Scenario 1: PhaseShift Open Space Objects (12.5GHz to 16 5GHz)
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Figure 6.4.: PS results for Scenario 1 using diffiefrequency ranges
a) 9-125GHzb)12.5-16.5 GHz
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Scenario 2 using Diffraction Stack Algorithm with Bandwidth (9-12.56)
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Figure 6.4.: DS results for Scenario 2 using déferfrequency ranges
a) 9-125GHzb)12.5-16.5 GHz
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Scenario 2: PhaseShift Hidden objects (9GHzto 12.5GHz)
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Figure 6.4.: PS results for Scenario 2 using diffiefrequency ranges
a) 9-125GHzb)12.5-16.5 GHz
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Scenario 3 with wall using Diffraction Stack Algorithm with Bandwicith(9-12.5G)
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Scenario 3 using Diffraction Stack Algorithm with Bandwidth (12.5-16.56)
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Figure 6.4.: DS results for Scenario 3 using déferfrequency ranges
a) 9-125GHzb)12.5-16.5 GHz
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Scenario 3: PhaseShift Behinde Wall Objects (9GHz to 12.5GHz)
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Figure 6.4.: PS results for Scenario 3 using diffiefrequency ranges
a) 9-125GHzb)12.5-16.5 GHz
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Chapter 7:

7. Conclusions & Future Work

7.1. Conclusions

The goal of this master’s thesis project was tothseUltra Wideband signals to
locate objects placed behind a wall. Two migratalgorithms were selected
aiming to show two completely different approackedransform the measured
data into a 2-D image showing the true positionsheftargets. The methods are
Phase-Shift method using scalar wave equation afich®ion Stack algorithm
using geometrical approach. Measurements were dbraigh a Synthetic
Aperture Radar technique using a total of 8.5 metgithetic aperture in the
frequency range of 9 — 16.5 GHz. The effects oflesaland LNA were then
removed from the data. The received power was hemwruot constant over the
entire bandwidth with power level staying at -45 dp till 12.6 GHz and then
decreasing to a level of -55 dB at 16.5 GHz. Thas waused by the strong direct
component present in the received signal. Howehes,effect did not cause any
problem and both algorithms were able to generhte images with good
accuracy.

Both algorithms were able to migrate the data ladkeir true spatial positions,
but the generation of high side-lobe levels arouine reflectors by the DS
algorithm caused a loss of information about thérenment, whereas, the Phase-
Shift migration algorithm gave best image qualitgry low side-lobe levels and
was able to extract much greater information alibatenvironment. Also, the
simulation time of DS algorithm was around 20 masuivhereas the PS algorithm
generated the results in mere 1.5 minutes. Howevbg theory and
implementation of the DS algorithm were very mutrhight forward as compared
to PS algorithm which involved scalar wave equatibar both the cases, the
correct information about relative permittivity tie wall, €,,, and width of the
wall, L,,, should be known in order to move the objects backheir correct
positions.

After taking into account the image results, emargins, side-lobe levels, image
resolution and the computational time required lmthbthe algorithms, we
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concluded that PS algorithm is a much better swiutor data migration due to
sheer speed of execution and the ability to extextta information about the
channel (metallic studs inside the wall).

7.2. Future Work

In this section we will explore the possibilitiefoture work which can be done.

One interesting aspect could be to find the optineeddwidth and frequency range
which results in higher received power levels imotlyh-the-wall scenarios,

consequently resulting in longer range and beissbility of the targets.

Another interesting aspect could be to investigh&eeffects with materials like
rubber, plastic, clothes or other non-metallic mate which could be very useful
especially at the airports for scanning the baggagean additional tool to the
current x-ray scanners.

In practical scenarios, the “time” is the main deomst on the UWB radar
systems. The “time” includes the measurement timd the time taken by
migration algorithm to process the data and geeemtradar image. The
measurement time could be reduced by reducing tertwe length and
increasing the antenna step siee In order to reduce the processing time of the
migration algorithms, special digital signal prazieg kits could be developed
which will result in significant reduction in theomputational time taken by the
migration algorithms for radar image generation.

Another interesting research area could be to Dserfaging methods to generate
a 3D image. The 3D environment response could lzsuaned by replacing the Rx
antenna with a vertical antenna array. In this vag, complete geometry of the
target could be identified.

One very interesting research task could be toampht a system based on a
mobile robot i.e. placing antennas on a remoterotdetl car and then measuring
the environment by moving the car around the tasgef, resulting in a very

portable radar system. The main task for such eesywill be the development of

a transponder module for transmitting, receivingg atorage of the measured
data. Additionally another module could be usettdosmit this data to a nearby
computer where the imaging algorithm could be agblio the data and radar
images could be generated.
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Appendix

A.Results with different ¢, and wall
width

Table A.1 contains the values of relative permigiand width of the wall used to
generate the images and the resulting error irtipp®stimation of target objects.

€, Ly, [cm] Diffraction Stack Phase Shift
Concrete Wall 4.5 12 2.5% 4%
Wall (Plaster 0 0
with Bricks) 2 12 S =K
Wooden Door 2.83 4 2% 1%

Table A.1: Error in Position Estimation due to diént parameters

The results seen when using parameters for the woedthe next best results
with respect to approximated parameter valuesodtcccorrespond to the fact that
the target objects were placed exactly in frorthef wooden doors, so most of the
energy is received by the antennas when they wezetl¢ in front of the wooden
door.
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