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Abstract

The emergence of the Faster-Than-Nyquist signaling (FTN) technology has im-
proved the tight spectrum resources by compressing the transmission interval
between adjacent pulses. In a natural environment, data transmission via a wire-
less medium and through multi-path, at a high data rate, the leakage of these
paths among symbols can cause severe inter-symbol interference (ISI). In order to
compensate for the ISI caused by FTN, turbo equalization technology is demon-
strated in this thesis.

A challenge when implementing turbo-equalization is the required matching be-
tween channel codes and equalizer, leading to a fundamental trade-off between
waterfall performance and error floor in different Signal-to-Noise (SNR) regions.
Spatially coupled low-density parity-check codes (SC-LDPC codes) are demon-
strated and optimized by using window decoder to improve the system perfor-
mance.

In this thesis, we mainly investigate SC-LDPC codes with FIN signaling and
turbo equalization. The simulation is written in MATLAB together with some
MEX files. Firstly, FTN signaling with uncoupled convolutional codes and LDPC
codes is simulated as a comparison to a previous article, then SC-LDPC codes are
also implemented to evaluate the performance improvement according to chang-
ing the different parameters, such as code rate R and time-squeezing factor .
Meanwhile, the spectral efficiency performance simulation with different code
rates and time acceleration factors is also discussed. The results show that by im-
plementing FIN signaling, turbo equalizer and spatial coupling together in the
system, such a combination can achieve better performance than the traditional
Nyquist scheme in bit error rate (BER) and spectral efficiency (SE) aspects.
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Popular Science Summary

In the 21st century, the popularity of 4G networks has greatly improved people’s
quality of life. As a new generation of communication technology, 5G can bring
better services than 4G to people’s lives. With 5G technology, people can down-
load a two-hour movie in tens of seconds and watch an HD live soccer match
and demands for even higher transmission rates are increasing. The transmis-
sion rate, however, is limited by the available frequency resources. A range of
frequencies used for signal transmission is called bandwidth. To achieve these
higher transmission rates we, therefore need more bandwidth. However, the fre-
quency resources are scarce and very expensive.

One solution is to pack more data to be transmitted in a limited bandwidth.
If the data rate exceeds a certain limit, technically known as the Nyquist rate, we
experience distortions in our received data. These distortions are caused by the
overlap between adjacent signals, which is called intersymbol interference (ISI).
We can, however, revert this interference at the receiver by a technique called
equalization. We can therefore transmit faster than the Nyquist limit and use
equalization to mitigate the resulting ISI. This kind of transmission is called faster
than Nyquist (FTN) signaling.

However, because of noise when transmitting the signals, there will be some
errors even after equalization. These errors can be corrected at the receiver if we
use error-correcting codes, where controlled redundancy is added by the trans-
mitter to enable the receiver to recover these errors. If the equalizer and error-
correcting codes work separately the overall error-correction performance can be
good, but even better performance can be obtained by the interaction between
equalization techniques and error-correcting codes. This whole combination is
called Turbo equalization.

Spatially-coupled codes are a kind of error correction codes that have shown
good error correcting capability. In this thesis, we investigate the impact of us-
ing these spatially coupled codes for systems using FTN transmission. We show
that, with spatially coupled codes, we can get higher data rates in limited band-
width, using much lower energy at the transmitter compared to classical coding
schemes.
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Chapter 1

Introduction

Communication systems form a tool for human society to exchange information.
With the development of communications technologies in today’s information
age, more and more data should be transmitted at a relatively high data rate,
such as in 5G mobile communications. However, in a natural environment, data
transmission via a wireless medium and through multi-path with high data speed
causes the inevitable ISI which will degrade the receiver performance.

In a digital base-band transmission system, conventionally, the Nyquist criterion
shows that in order to obtain ISI-free communication, the symbol rate can not
exceed the Nyquist rate. But in order to increase the spectral efficiency (SE) of
single-carrier communications, alternative waveforms obtained by FTN signal-
ing can be used [1]. FIN signaling increases the number of symbols transmitted
within the same time interval which means implementing it can reach a higher
data rate meanwhile, it results in the ISI problem inevitably. Equalization can
mitigate the effect of the ISI problem [2]. Turbo equalization is motivated by nor-
mal turbo code, it refers to the iterative work of the soft output detector and the
soft output decoder to obtain an approximate optimal decision for the transmit-
ted bits. Unlike Viterbi equalizers, which usually produce hard outputs, BCJR
equalizers have available soft outputs in the form of LLR values calculated by
the BCJR algorithm and it is critical to the modern iteratively-decoded error-
correcting codes such as LDPC codes and turbo codes.

In principle, there will be a trade-off between good performance at lower SNR
called waterfall and good error floors at higher SNR as [3] said. By using spatially
coupled LDPC codes which can be constructed from the protograph or followed
by some random and special rules to construct the base matrix B, it will get a rela-
tively good performance in the waterfall region compared with uncoupled LDPC
codes.

1.1 Project goal

The main aim of this thesis is to investigate spatially coupled LDPC coded with
FTN signaling, using the results without coupling from [4] as a reference. In order
to compensate for the ISI caused by FTN, equalization is a good way to handle it.
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Matching code parameters with the turbo equalizer, with FIN parameters as well
as the QPSK modulation, is an important issue in such a scenario. As previous
research [3] shown, the regular trade-off for turbo equalization can be avoided
with spatial coupling, allowing to operate close to capacity with strong codes
and low error floors. Therefore, the spatial coupling will be mainly investigated
on the code level (DVB-52 standard LDPC codes) with FTN signaling together to
evaluate the performance with different parameters during this thesis.

1.2 Related work

How to use the limited bandwidth resources? The current high-speed and high-
reliability data transmission has brought challenges to the communication phys-
ical layer technology. Several studies of FIN signaling have been published.
Mazo [1975] firstly proposed that the transmission rate of symbols can exceed
the Nyquist rate (FTN) with the minimum Euclidean distance not decreasing [5].
Later in 2013, Livens and Georghiades used raised cosine (RC) pulse instead of
sinc pulse, meanwhile, they investigated the influence from the different roll-off
factors to Mazo threshold [6]. Rusek et al. studied the capacity of the FTN sys-
tem deeply and found that FTN transmission is higher than that achieved by
traditional Nyquist transmission capacity [1]. Moreover, his group explored the
higher order modulation in FTN signaling communication systems [4].

In order to improve the transmission speed, FTN destroys the orthogonality of
the waveform and also brings ISI problems which can be alleviated by using the
equalization technique. Normal techniques such as non-linear algorithm MLSE,
are generally implemented by the Viterbi algorithm along with high complexity.
Maximum likelihood (ML) estimation, which turns into a maximum a posteri-
ori probability (MAP) estimation in presence of a priori information commonly
be implemented with the BCJR algorithm [2]. In recent years, there has been an
increasing amount of optimization algorithms aiming at balancing the detection
performance and decreasing complexity but not been explored in this thesis.

Low-density-parity-check convolutional codes (LDPC-CC) as a variant of LDPC
codes, is also called spatially coupled LDPC codes (SC-LDPC) in some literature
[7] [8]. Lentmaier et al. demonstrated that using rate 1/2 SC-LDPC codes with a
sum-product decoding algorithm can approach the Shanno limit. For the design
and construction of SC-LDPC codes, it can be divided into prototyping-based
construction and parity check matrix construction. Olmos et al. constructed SC-
LDPC code based on protograph [9]. Tadayon et al. extended the method of ran-
domly constructing a large girth matrix and constructed the SC-LDPC codes with
shorter forward memory length [10]. There is still much progress to be made es-
pecially for the check matrix construction method. In terms of the decoding part,
Iyengar et al. proposed window decoding algorithm which outperforms the nor-
mal BP algorithm in delay and complexity [11]. In the past two years, optimized
algorithms such as improved window extension decoding and layered decoding
improve the decoding performance further.
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1.3 Thesis outline

The layout of this thesis is organized into five chapters. Chapter 1 introduces
the project goal and related work. Chapter 2 provides the related basic concepts
from the baseband transmission model to FTN system model, then such as turbo
equalization, BCJR algorithm, protograph-based code construction and Tanner
graph and protograph are introduced as well. Chapter 3 starts by implementing
FTN with convolutional codes with different parameters, then we simulate LDPC
codes with FTN and equalization with different parameters according to [4] and
compare part of the results including that without FTN scheme. Meanwhile, we
also study the SE performance by using different code rates and different FTN
time accelerate parameters 7. Chapter 4 introduces the spatial coupling technique
combined with LDPC codes with window decoding and shows the improvement
compared with non-spatial coupled LDPC code. Finally, conclusions and future
work are discussed in Chapter 5.
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Chapter 2

Basic concepts

2.1 Introduction

Channel

- ! | Band limited baseband ' v(t)
Transmitter filter v H "
: channel A . _|Receiver filter

+ » : -Sampling Decisi —>
{an} hT(t) s(t) I c(t) : hR (t) pling ecision {&n}
| r(t)!

Figure 2.1: Baseband transmission model

The traditional digital baseband transmission system model is shown in Fig-
ure 2.1 [12]. The transmitted signal passes through the transmit filter and then
passes through the band-limited baseband channel and reaches the receive fil-
ter. After making a sampling decision, the received signal will be obtained. As
shown above, {a,} is a system input sequence that consists of the independent
M-ary data symbols. Assume the unit symbol energy here, the pulsed superim-
posed transmitted signal s(t):

s(t) = Jio anhr(t —nTs) (2.1)

n=—oo

where hr(t), c(t) and the below hg (t) are the impulse response and Ts is the trans-
mission interval between symbols. Then it goes through the baseband channel
with impulse response c(t) and white Gaussian noise n(t) with two-sided spec-
tral density Ny /2 to get r(t). Then y(t) is the output of the receive filter (normally
matched filter):
—+o0
y(t) = Y anx(t—nTs) 4 (t) (2.2)

n=-—oo

where x(t) = hp(t) xc(t) « hg(t), n(t) = hg(t) «n(t).
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Then y(t) is sampled at t = mT; discrete points to get:

—+o0
Ym = 2 AnXm—n + Ym = AmXo + Z AnXm—n + Nm (2.3)

n=-—oo n#m

where the middle part represents the ISI component and the last part represents
additive noise and these two parts influence the sample decision.

From (2.1), it is noticeable that the symbol interval Ts is important, if the trans-
mission interval between two symbols does not meet 17T, then the orthogonality
is no longer satisfied, which will bring severe inter symbol interference, and then
result in a higher error rate.

2.2 Faster than Nyquist signaling

In a digital communication system, validity and reliability are two indicators to
measure the performance of the system. These two indicators are normally con-
tradictory, therefore, how to achieve high-speed and reliable data transmission
is our target. Does a band-limited digital communication system that introduces
ISI necessarily perform worse than a transmission system that conforms to the
Nyquist criterion? Traditionally it was thought true. But with further study of
FTIN technique, this view will be reformed.

FTN signaling technique traces back to the 1970s and attracted more and more
interest as it can pack 30%-100% more data in the same bandwidth at the same
energy per bit and error rate compared to traditional methods. The linear trans-
mission with FTN method is widely used in data transmission which has the
form of a sum of a sequence of data pulses, given by:

s(t) = VEs Jio aph(t —ntT) (24)

n=-—oo

where E; is the average symbol energy, hi(t) is the transmitter impulse response, T
is the time-squeezing factor which can be thought of as a time acceleration factor
since now the pulses come too fast by a factor 1/t (in the FTN case, T < 1). Other
parameters have the same meanings like in (2.1). Note that s(t) here is not the
same as that in (2.1) . For the Nyquist shaping pulse,

h(nTy) = { (1) " ;8 2.5)

According to Nyquist first theorem, there will be no ISI over an AWGN channel
when 7 = 1. And the Nyquist rate applied when T; = T. In such a case, the fre-
quency spacing, 1/Ts, is called the Nyquist limit.

Mazo showed [5] that for ideal sinc pulses, the bandwidth can be reduced to
0.401 Hz/bit/s without any Euclidean distance loss. This corresponds to setting
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TA =0.802T instead of T (T refers to the transmission interval between symbol).
This value is refered to the Mazo limit. With the decrease of 7, the orthogonality
of symbols will be broken (due to being smaller than the Nyquist bandwidth),
and then the symbol error probability (SER) will increase (due to over the Mazo
limit). The Mazo limit theory states that at a certain bandwidth and modulation,
more data can be transferred even in the presence of ISI.

In other words, according to Mazo’s study, in the equal bandwidth case, FTN
system can transmit more than up to 25% data without the loss in the average
probability of error of the system. In this way, the system efficiency can be im-
proved, which is the biggest highlight of FTN transmission technology.

In this thesis, we replace Mazo’s sinc pulse with a more general family of raised-
cosine pulses with roll-off factor 0 < a < 1 as [4] used, and assume the energy
per symbol is 1, which is:

. t\ cos (ZH)

When the roll-off coefficient is smaller, the side lobe fluctuation on the time do-
main waveform will be higher, and the attenuation will be slower, which will also
lead to a more severe ISI.

Assume in the non-ISI transmission scheme, by using the sinc pulse, the mini-
mal transmission interval between symbols is Ty = T = 1/(2W) and the cor-
responding non-ISI maximum symbol speed 2W baud is called Nyquist speed.
Whatsmore, by using the raised-cosine pulse, the bandwidth of it is (1+a)/2T.
Based on the AWGN channel assumption, the received signal is expressed as:

r(t) =s(t) +n(t), (2.7)

where n(t) denotes the additive white Gaussian noise with two-sided spectral
density Ny/2.

Figure 2.2 shows an example of a pulse /(t) with orthogonal symbol time T =1
and T = 1, the roll-off factor is 0.3 here, assume the E; = 1 in the following two
illustrations. The green line represents the sum of symbols curves, which is s(t),
except this, other colorful lines represent symbols +1, -1, +1, -1.

Figure 2.3 uses the same pulse as Figure 2.2 uses, the same T and E; as well,
but with T = 0.8. It can be seen that the five pulses (represented by the blue line,
orange line, yellow line, purple line) are now advanced in time by 0.2, 0.4, etc.
Meanwhile, at the corresponding sampling points, the ISI appears, which will
influence the receiver detection performance and increase the complexity of the
receiver part.

Significantly, for either Nyquist system or FIN system, the used bandwidth is
determined by shaping pulse, thus, even though FTN system improves the sym-
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h-function-T
1.5 T T

T T

T T T

amplitude/V
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Figure 2.2: Nyquist signaling with unit-T h(t) pulses, T =1

h-FTN-function-T
1.5 T T T T

amplitude/V

-15 1 1 1 1
-2 -1 0 1 2 3

Time t/s

Figure 2.3: FTN signaling with unit-T h(t) pulses, T = 0.8

bol transmission speed, the used bandwidth remains constant, that is the FTN
technique can increase the spectral efficiency (7).
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2.2.1 FTN signaling model

FTN time period

{ne}
(r7T)
\ 4
Y
Data source — LDPC(Conv.) N Bit QPSK > FTN pglse >/\
Encoder interleaver Mapper shaping kJ
{ar}

Y

{er} {bk} {ar} {zx}
<Data sink—] -PPC(Conv) | ¢ Bt < Soft PSK | FTN B Matched
Decoder deinterleaver demapper equalizer filter

A

Bit | softapsk
interleaver d Mapper

Y

Pa priori (ak)

Figure 2.4: FTN transmitter and receiver model

Figure 2.4 is an overall model referring to [4] for QPSK modulation in FTN
system which can be divided into transmitter part and receiver part. Next chap-
ter will show the simulation result by using this model. A sequence of binary
data bits comes into the LDPC encoder or convolutional encoder. Then the en-
coded codewords go through an interleaver before the QPSK mapper which will
decrease the correlations. The outputs {a;} then pass through a pulse shaping
filter h(t) in (2.6). Normally, the spectrum of h(t) is band limited, thus the corre-
sponding waveform in time domain is infinite, so /(t) needs to be cut. Let L be
the truncation length (also called a suitable channel length), as [4] mentioned, for
QPSK, L =4 is sufficient for a wide range of T that extends beyond the range that
we are investigating in this paper, so we use L = 4 in the simulation.

And we use additive white Gaussian noise with two-sided spectral density
Np/2. In this model, the receiver first passes through a matched filter, and the
output of the matched filter is:

+L
Xp= Y i+ (2.8)
=L

where a;_; and 7y are constellation points and noise samples defined in Figure
2.4, the suitable channel length (so-called channel memory) which equals to L =
4 here, and g; is the sampled convolution of the transmitter shaping pulse h; and
the matched filter of the receiver. The sampled period is 7 - T from g(t) (the right
one in Figure 2.5), and g is shown as:

g1 = h(t) W (—t) [j=p.cr= h(t) x h(t) |11 (2.9)
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1 1
h(t) a(t)

0.8 0.8
0.6 0.6
0.4r1 1 0.4r1
0.2+ . 0.2+

0 ﬂ f«'\ ] 0
-0.2 : : : -0.2 ‘ ‘ ‘

0 200 400 600 800 0 20 40 60 80

t t

Figure 2.5: The raised cosine pulse h(t) and time domain convolu-
tion sequence g(t)

Figure 2.5 shows the partial raised cosine pulses k(t) (from -8T to 8T, drawing
inter is 0.037) and corresponding g(t) which is the output of the matched filter
in the simulation. And g(t) is the convolution result of down-sampled %(t) and
that’s why the X label is different. It is noteworthy that the parts of g; that fall
outside L are modeled as noise which is included in #;. And g; shown in Figure
2.6 is the discrete sampling of g(t). The first five points shown as g0, g1, g2, g3,
g4 are partial g; for the equalizer and T = 0.74 and the roll-off factor is 0.4 here.

Due to the symmetry of ¢(f) and the statistical properties of the preceding and
following symbols are the same, since, ISI given from [4] can be expressed by

L
isi(a, o) = %akSO + ) a8 (2.10)
I=1

where o = (ay_1,a5_2, ....,ax_;) is defined for convenience and here we just con-
sider the interference between previous symbols to current symbols. The last
but important part of the receiver is the iterative decoding of the turbo struc-
ture which consists of FTN equalization, interleaver, deinterleaver and LDPC de-
coder. By continuously feeding back prior information and extrinsic information
to each other, the output sequence is finally obtained. In our simulation, since the
observed matched-filter output x; is corrupted by colored noise, rather than the
white noise, we use the Ungerboeck model in [13]. And the branch label used
in a BCJR-type algorithm from a particular state associated with oy for the input
symbol 4y is given by:
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T .
gl
0.6

0.4 b

2r ]
0 il
] f):
0.2 | | | | |
0 10 20 30 40 50 60 70
9

Figure 2.6: Discrete time convolution sequence g;

R [2;11’; (x — isi (ay, O'k))] > P, (ay) (2.11)

o = L2

where P, (ay) is the priori probability on ay.

The purpose of interleaver and deinterleaver is to maintain relative independence
between symbols. An illustration of the turbo iterative equalization structure and
SC-LDPC code structure are the main tasks of this thesis and will be discussed in
detail in the following chapter.

2.2.2 FTN system spectral efficiency

Comparing the SE by using the Nyquist system of raised cosine filter with (Bnyguist =
(14+a)/(2Ts), R=1/T;):

RNyquist 2
= = 2.12
nNyquzst BNyquist (1 ¥ IX) ( )
In an FIN system, the symbol rate changes to Rpry = 1/(7Ts), thus the SE be-
comes:

Rerny _ 2
Bern  T(1+0)
In order to express the improvement from Nyquist system to FTN system, we

define the difference between those two systems over the Nyquist system, and
obtain the ratio:

(2.13)

_ NFTN = TINyquist 1 1= 1-71
TINyquist T T

Ay (2.14)
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Figure 2.7 depicts the SE improvement of FTN system along with the changing
T: It can be seen that when 7 is smaller, the SE of FTN system has great improve-

9%

spectral efficiency gain( An)
N w S (6] o2} ~ o)

e
T
I

s s ‘ ‘ &
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
compression factor 7

o
—_

Figure 2.7: Spectral gain with T

ment, this improvement gradually decreases along with the increasing 7, when
T = 1, FTN system equals Nyquist system and without gain.

2.3 Turbo equalization

Turbo equalization technology combines the equalizer and the decoder, similar
to turbo code processing. Through multiple iterations, the soft information be-
tween the equalizer and the decoder is fully exchanged to obtain iterative gain
and improve system performance. It is assumed that at the transmitter, the infor-
mation bits b go through the encoder, interleaver, and symbol mapping and then
cross the channel, where the intersymbol interference and white Gaussian noise
are introduced. Turbo equalization algorithms include the Maximum a Posteri-
ori (MAP) algorithm and MMSE algorithm. The MAP algorithm has the best
performance, and the Minimum mean square error (MMSE) equalization algo-
rithm has a lower performance than the MAP algorithm, but the computational
complexity is lower.
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Figure 2.8 below shows the turbo equalization system model.

equalizer
Le (X")v
MNe
1V
Le (X, L(X,)
Y
De-interleaver Interleaver
4
L*(by) L€ (by)
Nan
1/
A
Y
L(ba)
Decoder

Figure 2.8: Block diagram of MAP equalizer

The FTN demodulation structure is shown in Figure 2.8. L (x,,) and L (b,,) are
prior information of the equalizer and decoder [14]. LF (x;) is the output of the
sequence r after the MAP equalizer. Information is exchanged between the MAP
equalizer and the decoder.

When the receiver receive the sequence r = [rg, 71, - - ,7N-1], according to MAP
algorithm, the output of the MAP equalizer can be written as:

P(X,=0]rL(X))
P(X,=1]rL(X))

Lg (X,) = In = L°(Xy) + L (Xy) (2.15)

L?(X,) and L (X,) are called the prior information and extrinsic information of
the equalizer, respectively. For the decoder, the input sequence is L (C,). Then
the output LLR is given by:

P (b, =0 L(b))

P(by =1]L(b))

P(r|by=0) | P(hy=0) (2.16)
P(r|[bp=1) P(by=1)

= L° (by) + L (by)

L(by) =1In

=1In
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L¢ (by) and L* (by) are called the prior information and extrinsic information of
the decoder, respectively.

After some iterations, the estimated sequence of data sent by the transmitter can
be obtained, which is given by:

by = argmaxP (b, =d | r),d € {0,1} (217)

When the iteration begins, the MAP equalizer uses the MAP equalization
algorithm to calculate the posterior probability based on the channel received
sequence. The equalizer outputs the extrinsic information, which then passes
through the de-interleaver and outputs the prior information of the decoder. The
prior information is sent to the decoder, and after decoding, the decoder outputs
the extrinsic information. Then the extrinsic information is sent to the interleaver
and after interleaving, the information is sent back to the equalizer again. This
entire iterative process is one iteration. When the maximum number of iterations
is reached, the output of the decoder is judged to obtain the final information
bits. It is called Turbo equalization because the feedback and iterative schemes
are similar to the decoding process in Turbo codes.

2.4 Codes on graphs and BCJR algorithm

In 1974, Bahl et al. invented the BCJR algorithm, which is very important for iter-
ative error correction decoding. At present, turbo decoding is based on the BCJR
algorithm for iterative decoding. Silvio A and Abrantes explained the principle
of the BCJR algorithm and gave examples in [19]. The following is a brief deriva-
tion and description of the steps of the BCJR algorithm. Since the decoding of
turbo codes requires a component code decoder with soft input and soft output,
the BCJR algorithm, or its simplified algorithm Log-MAP algorithm is usually
used for the decoding scheme of turbo codes. The BCJR algorithm operates in the
probability domain and is the optimal decoding algorithm for the trellis structure
coding scheme.

Theoretically, the posterior probability of each information bit can be accurately
calculated using the BCJR algorithm. But the algorithm is computationally ex-
pensive. Therefore, to simplify the calculation, the logarithmic operations can
be used to calculate the maximum posterior probability, which is the Log-MAP
algorithm. In the Log-MAP algorithm, the original complex multiplication and
division operations in the probability domain become simple addition and sub-
traction operations in the logarithmic domain, thereby the complexity of the al-
gorithm is reduced.

The figure below depicts the structure of the trellis.
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Figure 2.9: Graph of trellis

The BCJR algorithm calculates the posterior L value for each information bit,
where U] is the decoder output and r is the observation.

P(UL = +1]1)
L =In{ ———+ 21
) = (= 219
Then the decoder output is given by:
. +1,L (UL) >0
uL_'{«—LL(U¢)<() (2.19)

In iterative decoding, the APP L value can be regarded as the decoder output. The
forward recursion, backward recursion and branch metrics is defined as a;, 1 (s) ,
Bi (s') and 7y, (s, s). The forward recursion can be calculated by:

afq(s) =Ina1(s) =In Y. 75 (s,8) & (s) = max [7 (s',s) +af (5)]

sea; s'eo;
(2.20)
where [ =0,1, --- K —1. The backward recursion can be calculated by:

B (s") =np, (s') = max (77 (s')s) +Biia(s)] I =K—=1,K=2,---0 (2.21)

5€0141
The branch metrics is given by:
trla) | Loy o 1=0,1,---K—1
s, s) =Invy (¢,s) = 2 Tzt =04 2.22
11 (s"8) 1 (s's) Ly o, l=mh+1,--- K1 222)

The steps of the BCJR algorithm:

1. Initialize forward and backward recursions wg(s) and Bn(s)

2. Compute branch metrics a;,1(s)
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3. Carry out forward recursion «; 1 (s) based on a;(s)
4. Carry out backward recursion {p;_1(s)} based on {B;(s) }

5. Compute APP L-values

Ys, p(sk-1 =55 =5s]y)

L () = log Ys p(sk-1=5,s5=5]y)

(2.23)

2.5 LDPC codes introduction

Low-density parity check codes are defined by a sparse M x N parity check ma-
trix by Gallager in [21]. An LDPC code v is an (N, K) linear block code with a code
length of N and an information sequence length of K, which can be uniquely de-
termined by its check matrix H. The dimension of H is M x N, and each row cor-
responds to a check equation, also called a check node. Each column corresponds
to a bit of a codeword, also called a variable node. The number of non-zero ele-
ments in each row is called row weight, and the number of non-zero elements in
each column is called column weight. The following is a 4 x 6 check matrix and
its corresponding check equation:

110100
011010
100011
001101

H=

vg+v1+o03=0
v1+03+0,=0
vo+04+0v5 =0
Uy +0v34+ 05 =0

Decoding algorithms are mainly divided into hard-decision decoding algo-
rithms and soft-decision decoding algorithms. The main principle of the hard-
decision decoding algorithm is to complete the decoding process by comparing
the number 1 and 0 in the verification result through a series of orthogonal equa-
tions. Hard-decision decoding algorithm has a simple decoding structure and
low complexity but has limited applications.

which means:

One typical soft-decision decoding algorithm is the BP algorithm. The transmis-
sion form of the information in the BP algorithm is the log-likelihood ratio (LLR),
whose purpose is to calculate an approximation of the maximum posterior prob-
ability of each bit. When the iteration begins, each variable node will update the
information of the node until the whole decoding process ends. The BP algorithm
has excellent performance close to the Shannon limit but the message calculation
complexity of the check node is complicated.
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2.6 Protograph-based code construction

In order to derive the spatially coupled LDPC (SC-LDPC) codes constructed by
protograph, we begin with a brief introduction to LDPC-BCs and LDPC-CCs and
then illustrate the codeword structure based on protograph. In this thesis, we
mainly discuss protograph based codes.

2.6.1 LDPC block codes

LDPC codes are initially proposed by Gallager in 1962, and Hamming codes and
LDPC codes are both block codes (BC). A (J, K)-regular LDPC-BC is defined by
a sparse binary parity-check matrix H, where each row of H contains exactly K
ones, each column of H contains exactly | ones, and both | and K are small com-
pared with the number of rows in H. Additionally, the irregular LDPC-BC means
that J and K are not constant. Commonly, a parity-check matrix H is presented by
Tanner graph [15]. Each column of H corresponds to a variable node, and each
row represents a check node. If the position (i, j) of H equals 1, which means there
is an edge connecting check node i with variable node j, the positions of entry 0
mean there is no edge connection. In addition to the requirement of the matrix H
should be sparse, the most significant difference between LDPC codes and classic
block codes is their decoding method, the classic block codes commonly use the
maximum likelihood (ML) algorithm but LDPC codes can use a graphical rep-
resentation of its parity check matrix for iterative decoding, so design with the
properties of H as key.

2.6.2 LDPC convolutional codes

Felstrom et al.[16] presents that low-density parity-check convolutional codes can
be described by a semi-infinite diagonal type parity-check matrix H, for example,
a code rate R = n;, /n. LDPC-CCs is:

[ Ho(1) T
Hi(1)  Ho(2)
Hy(2)
Hp, (1) : - Hy(t)
Hi, = B - H() (2.24)

where the entry H;(t),i = 0,1,...ms is the binary matrix with dimension (1, —
np) X n. and satisfy the following conditions:

1. Hi(t)=0,i<0 and i>mg,Vt>1;
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2. 3t>0,Hy, £0;
3. Hy(t) is full rank, Vt > 1

The parameter m; is the memory length of codeword, vs = (ms + 1)n. is con-
straint length. The first two conditions make sure that codewords have mem-
ory length, and the third condition ensures that the parity-check matrix is full
rank. The Hamming weights of each column must be very low here. If H;(t) =
Hi(t+7),¥i =0,1,...,ms,Vt, T > 1, then it is periodic LDPC-CCs. When T = 1,
that is time-invariant; otherwise, it is time-varying.

The following parity check matrix of the truncated LDPC convolutional code is
finite, that is, the convolutional code terminates instantaneously.

[ Ho(1) ]
Hi(1)  Ho(2)
: Hy(2)
Hijj = | Hp (1) : . Hp(L) (2.25)
Hy (2) - Hi(L)
L Hu, (L)

If the number of 1 in each column is J, and the number of 1 in each row except
the first row and the last ms(n. — ny,) row is K, that ignores the terminated part,
then these codewords are regular. In this case, L represents the coupling length.

2.6.3 Tanner graph and protograph

In addition to using the parity-check matrix to present LDPC code, Tanner graph
and protograph can also describe code construction. And the Tanner graph is
more intuitively represented in the description of the decoding algorithm.

Tanner graph is an undirected graph, and basic elements are two kinds of nodes
(check nodes and variable nodes) and the edge which connects two kinds of
nodes. In the Tanner graph, each variable node in the graph corresponds to each
column of the H matrix, and the check node corresponds to a row. On each node,
the number of connected edges is the degree of the corresponding node, that is
row weight or column weight.

A simple check matrix and its Tanner graph (Figure 2.10) are given.

1111000000
1000111000
H=|01001001T10 (2.26)
0010010101
0001001011

Figure 2.10 is the Tanner graph expression of the H matrix.
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Figure 2.10: Tanner graph of check matrix H

2.6.4 Protograph-based LDPC code construction

The longer the length of the LDPC code, the larger the size of the check matrix,
the better the sparsity, and the better error correction performance. A protograph
is a Tanner graph with relatively fewer nodes, in which parallel edges are also
allowed. This means there may be several edges that connect a VN to a CN. By
using ‘copy and permutation” operation, the Tanner graph of a corresponding
LDPC code can be obtained from a given protograph. And the resulting Tanner
graph is called the derived graph.

The example in Figure 2.11 [17] is given to depicting the whole steps from a single
protograph to the derived graph. The middle part in the Figure 2.10 represents
the copy operation from a given protograph (the left part) and then is followed by
the edge permutation operation which means the protograph is permuted among
the three copies of the corresponding VNs and CNs. Here, N = 9, which means
the first protograph is copied three times, and M = 3, which is called the lifting
factor.

The construction process of the protograph-based SC-LCPC code is very similar
to the protograph LDPC code, the difference is that the object of the ‘copy and
replacement’ operation is not a single original pattern, but a whole piece of the
coupled chain formed by the unrelated protograph, each protograph presents an
LDPC-BC, thus the whole coupled chain is protograph based SC-LDPC. We will
introduce details later for it.

] 1 2 0 1 1 0 1 2 0 1 2 0 1 2 0 1 1 0 1 2
VN
CN
A B A B A B A B A B A B A B

Figure 2.11: Protograph to the derived graph (Li Deng, 2021)
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2.6.5 Loops in LDPC codes

A loop that exists in the LDPC codes is easily noticed from the Tanner graph. It
is a closed loop that starts from any point and returns to the origin after going
through multiple edges, and this includes variable nodes, check nodes, and end-
to-end closed loop is so-called LDPC loop.

c1 c2 c3 c4

Figure 2.12: (6,3,2) regular LDPC code loop

Figure 2.12 represents a (6,3,2) regular LDPC code loop. Here the length of the
codeword is 6 which is as same as the loop length (represented by the blue arrow
line). Normally, the shortest loop is called girth for this Tanner graph. Due to
the existing loop, LDPC codes can transfer information repeatedly in traditional
Belief Propagation (BP) decoding case. If there is any error information, then it
will add up which results in the degradation of decoding performance. Assumed
that for the loop with length 4, the information returns back the origin after 2
iterations. For the current point, the received information is the output only from
the last iteration, this alternate transmission is lack of independence, what's more,
in this case, the linear correlation will appear after 2 iterations, meanwhile, if
some error occurs in any iteration process, the error information will repeatedly
add up which influence the decoding performance directly. Therefore, according
to [18] mentions, the loop length should be no less than 6 when constructing the
LDPC check matrix.



Chapter 3

FTN with turbo equalization

3.1  Communication systems with FTN signaling based
on convolutional codes

In digital mobile communication, due to the multi-path transmission effect, the
limited bandwidth, and the unsatisfactory characteristics of the communication
channel, it is inevitable that inter-symbol interference will occur when the com-
munication data is transmitted through the channels. The equalization technol-
ogy can deal with the inter-symbol interference accordingly, and then compensate
for the distortion of the communication channel. Generally, the processor that
compensates for the corresponding inter-symbol interference is called an equal-
izer. Figure 3.1 shows the transmitting and receiving model of the system.

u ) v c X
————>» encoder mapping

u v ¢
<—— decoder (—ide—interleaver }(— demapping

Figure 3.1: Transmitting and receiving structure

ISI channel

Y

+noise

equalizer

A

As shown in Figure 3.1, the binary data bit sequence u is sent to the encoder
with code rate R at the transmitting end to generate encoded data v. After con-
volutional coding, the data v is sent to the interleaver, where data v is randomly
scrambled by the interleaver to form a new data sequence c. Then the data is
mapped into M-ary modulation data x.

21
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Xn Xn—1 Xn2
0.407 ¥ 0.815 Yy 0.407 Yy
VAR VAR 5
L/ N

Figure 3.2: Tap delay line model of the channel

In [19], an ISI channel h = [0.407 0.815 0.407] is introduced, which can be seen
as a tapped delay line shown in Figure 3.2 [20]. According to Figure 3.2, the state
transition table can be obtained and together with the output results which will
be described in the trellis. The trellis shown in Figure 3.3 can be constructed and
the calculation of posterior probability can be done.

n=0 n=1 n=2 n=3
1/0.407 _

53 -1/-0407  s3 -1/-1.22 53 -1/-1.63 S3

Figure 3.3: Trellis for a length-three 1SI channel (Tuchler, 2011)

Since the FTN system increases the symbol rate at the transmitter and the
orthogonality between symbols is influenced, which will introduce inter-symbol
interference at the receiver. And as the FTN symbol speed increases, the degree
of inter-symbol interference will further increase. The increase in the degree is
not only reflected in the increase in the correlation coefficient between symbols
but also in the memory length of the inter-symbol interference.

As shown in Figure 2.4 in Chapter 2, the transmitted binary bit stream is encoded,
interleaved, and modulated to obtain the modulation symbol {ay}, and then the
FIN signal s(t) is generated by the FTN module, and {x;} is obtained through
a matched filter after introducing noise. The FTN mapping module is composed
of an oversampling and a pulse shaping filter. The amount of oversampling can
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be represented by 7, and by adjusting 7, different acceleration factors in the FTN
system can be obtained. When 1 =1, it is the Nyquist transmission system, and
when 0 < T < 1, itis the FIN transmission system.

Figure 3.4 shows the simulation results of turbo equalization with different num-
bers of iterations using convolutional codes with T = 0.5. In the simulation, we
choose the codeword length N = 64800 with R = 1/2 convolutional codes, the
memory length m = 3 with ¢o[D] = 1+ D?+ D3 and ¢[D] = 1+ D + D3. To
compare the code performance with LDPC in the same parameter setting, we use
different 7, the same roll-off factor of 0.4 and the same raised-cosine pulses as
(2.6). It can be seen that performance improves with iteration. With 10 iterations,
take BER equals 1074, there is a gain of about 1.2dB compared to 1 iteration. How-
ever, the gain decreases as the number of iterations increases. There is nearly no
gain when increasing the number of iterations from 5 to 10.

100 ? T T T T T T T T ‘E

; —&— lteration=1 | |

—A— lteration=5 | 1

—O©— lteration=10 | |

102 F 3
o
w
s}

10 F 3

108 i N L3

0 1 2 3 4 5 6 7
Eb/NO(dB)

Figure 3.4: Results of turbo equalization with MAP equalizer and
convolutional codes with T = 0.5
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Figure 3.5 shows the simulation results of convolutional codes using different
T with an iteration number of 10. It can be seen that the bit error rate increases as
T decreases in a certain SNR. When the number of iterations is 10 and the BER is
10~%, T = 0.5 has a 0.2dB loss compared to T = 0.74.

——1=0.5 | |
—A—1=0.67

—0—1=0.74| ]

Eb/NO(dB)

Figure 3.5: Results of turbo equalization with MAP equalizer and
convolutional codes, iteration = 10

It can be seen from Figures 3.4 and 3.5 that for convolutional codes, the in-
crease in the number of iterations can improve the system performance, but when
the number of iterations increases to a certain extent, the performance improve-
ment is less obvious. The change of T is not very significant for the FTN system
using convolutional codes along with the increasing SNR region. From [20], it can
be explained that when the iterations increase, the cycles in the interleaver and
the overall graph make the extrinsic LLRs from the code and channel become
more and more correlated. These cycles may cause some variables to receive the
information from themselves.

3.2 Communication systems with FTN signaling and
turbo equalization based on LDPC codes

This subsection discusses the system performance with different T when replac-
ing convolutional codes with LDPC codes. At the same time, a curve without
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FTN was added for comparison. In the case of not using FTN, the BP decoding
is used. The principle of BP decoding will be briefly introduced in Section 4.2.
Next, we analyze the impact on the system bit error rate performance of the FTN
system when T changes. Table 3.1 gives the simulation conditions of the system.

parameters value
Channel AWGN channel
roll off factor « 0.4
The maximum iterations 5

BP-decoding for No-FTN

Decoding(equalization) algorithm MAP Equalization for FTN

T 0.5,0.67,0.74, 1
Code rate R 1/2
modulation type QPSK

Table 3.1: Simulation parameters of convolutional and LDPC codes

The simulation results are shown in Figure 3.6. As can be seen from the graph,
compared with LDPC codes, convolutional codes have lower bit error rates in the
lower SNR region (below around 0.7dB). Along with the increasing of SNR, there
will be a crossover point with corresponding curves using LDPC codes, which
means after these points are within a certain range, LDPC codes outperform con-
volutional codes. When the BER is 1073, there are 0.5dB, 0.8dB, and 2.5dB gains
respectively with T = 0.74, 0.67, and 0.5 compared with non-FTN case. It can be
analyzed from the data that when the compression factor T = 0.74, the bit error
rate performance of the FTN system using turbo equalization is only 0.5dB below
the Nyquist system. When 7 is reduced to 0.5, the performance of the system
deteriorates significantly. This is because when T decreases, the channel becomes
worse and worse, and ISI increases, which makes the system require more energy
to reach the same performance.



26 FTN with turbo equalization
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Figure 3.6: Results of turbo equalization with MAP equalizer and
LDPC codes

3.3 Trade-off between T and code rate

According to the introduction from Chapter 2, FTN introduces the time accelera-
tion factor T to make the pulses come faster thus improving the SE. What about
the effect on SE by changing the code rate, Figure 3.7 gives the answer.

From Figure 3.7, three groups of different colors represent systems with different
spectral efficiency # = 4/3, 3/2, and 2 bit/s/Hz respectively. It can be seen from
the blue curves with 7 = 4/3 bit/s/Hz, at the BER equals 10~*, using FTN can
obtain around 0.472dB gain with a smaller code rate R = 1/2 compared with R =
2/3 without FTN. Here, the only variable compared with that in Figure 3.6 is the
code rate.



FTN with turbo equalization 27

107 F —6—R=1/2 =0.74 }

.................... R=2/3 noFTN

—6—R=1/2 7=0.67 ||

-------------------- R=3/4 noFTN ||

102 —6—R=1/2 7=0.50 f{

—%— R=2/3 7=0.67 ||

—P—R=3/4 7=0.74 |

103 ¢ 3
o
(NH}
s}

10 F

105 F 3

A |
10-6 : 1 1 1 1 1 1 1 1 3
0.5 1 1.5 2 25 3 35 4 45

Eb/NO(dB)

Figure 3.7: Results of LDPC codes with FTN in different cases

The similar results from the cyan group shows that under the condition of en-
suring equal # = 3/2 bit/s/Hz, using FTN technique with rate R = 1/2 can gain
around 0.68dB at the BER of 10~* compare to no-FTN with code rate R = 3/4.
The red group depicts using the different T and different code rates to get the
same 1 = 2 bit/s/Hz. Under the condition of BER equals 1074, using code rate
R = 2/3with T = 0.67 FTN system can obtain 0.3dB energy gain than using code
rate R = 3/4 with T = 0.74 FIN system, moreover, there is a significant gain
(1.14dB) compared with that with code rate R = 1/2 and 7 = 0.5, so there is a
trade-off when cooperating the code rate and FTN acceleration factor to get good
performance.
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What's more, the FTN system can also be analyzed from the perspective of
efficiency. When the bit error rate of the system is fixed at 1074, the code rate R
of different FTN systems is changed, according to 7 = Rlog, M/, the curves
shown in Figure 3.8 can be obtained.

It can be seen that when we take the same SNR, the FTN system can obtain

T T T T T T
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Figure 3.8: Efficiency performance of the system with different
T(BER=10"%)

higher efficiency than the system without FTN. When taking # = 1.5 as an exam-
ple, the FTN system with T = 0.67 has a gain of 0.7dB compared to the system
without FIN. In all of three curves, the three points from left to right in each
curve represent the code rates R =1/2,2/3, 3/4 respectively.



Chapter 4

Spatial coupling

4.1 Protograph-based SC-LDPC construction

LDPC convolutional codes (LDPC-CCs) were proposed in [16] by introducing
memory into the encoding procedure of LDPC codes. These codes are also known
as spatially coupled LDPC codes, which can be obtained by the edge spreading
operation from LDPC codes over the graph representation. Generally, a regu-
lar protograph can be expressed as (J,K), ] is the number of edges connected
with variable nodes and K represents the number of edges connected with check
nodes. Figure 4.1(a) [21] shows an example protograph with (3,6), then, make L
copies of this graph, where L is called coupling length, and each of these copies is
indexed by t, t = 1,..., L. Defining w as the coupling memory, then the edge
of the variable nodes (VNs) at t is connected to the checking nodes (CNs) at
t,t+1,...,t +w, here w = 2. We define M as a lifting factor, which means each
edge in the protograph becomes a bundle of M edges, connecting M copies of a
variable node to M copies of a check node.

The protograph of a (3,6) SC-LDPC is shown in Figure 4.1 (d). There are extra w
check nodes added to truncate the edge spreading. As [22] mentions, since the
left and right boundary do not have right neighbors the overall chain graph is
slightly irregular at the boundary. This structure makes the codes more power-
ful, therefore on the decoder side, the original bits can be recovered with a lower
error rate at the boundaries.

The protograph can be represented by its n1. X 1, (here, n.=1 and n, =
2) base biadjacency matrix B, where B; ; is taken to be the number of edges con-
necting variable node v; to check node c;. Generally, there are multiple edges
connecting two nodes, which corresponds to entries in B greater than 1. The cor-
responding matrix B in Figure 4.1(a) [21] is B = [3 3], due to the edge spreading
operation, B can be divided to a set of sub-matrix B;,i={0,1,...w }, B = By + ...By.
In this ensemble, B;=[1 1], i = {0,1,2}. Furthermore, the Bs. matrix of the corre-

29
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1 2 3 .- L ttHl t42 1 2 3
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Figure 4.1: (a) A (3, 6)-regular LDPC protograph, (b) L replicas of (3,
6)-regular LDPC protographs, (c) process of edge spreading
with w = 2, and (d) protograph of the (3, 6) SC-LDPC codes
with w = 2 (Yamei Zhang, 2020)

sponding SC-LDPC ensemb]e is:

[ By - cee e ]
B, By --- ---
. B,
Bse=| By, : -+ By (4.1)
: By -+ B
L By

4 [(L+w)nexnyL]

To obtain the sparse parity-check matrix of an SC-LDPC code, graph lifting should
be used by M, which is replacing each non-zero entry in B by a sum of B; permu-
tation matrices of size M x M and each zero entry by the M x M all-zero matrix.
For example, assume the base matrix B = [3 3], the corresponding parity-check
matrix corresponding to an M-lifting of this base matrix is

H = [ IIi1 Iy } (4.2)

The dimension of H is (L + w)M by LM. Similarly, the H matrix shows the diag-
onal band structure with non-zero entries, the maximum length of this diagonal
band is L. = (w + 1)Mn,, which is called the constrain length of an SC-LDPC
code. And the design rate is:

_n(L+w)M 1— ne(L + w)
noLM nyL

Obviously, the extra w check nodes result in a rate loss of the SC-LDPC codes,
which required an improved coupling structure to figure out.

R =

(4.3)

4.2 Window decoding

SC-LDPC codes have similar structures to LDPC codes. In principle, SC-LDPC
codes can use BP decoding as well, but considering the traditional BP decod-
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ing starts to decode until it receives the whole codewords sequence information
which will result in higher latency and complexity in longer SC-LDPC sequences
ensemble due to greater coupling length L and lifting factor M. However, this
can be improved by using Window Decoding (WD). Figure 4.2 illustrates the WD
process.

In Figure 4.2 [23], the sliding window decoder of size W operates on the matrix
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Figure 4.2: Window Decoding process for SC-LDPC codes (Hua
Zhou, 2019)

H with dimension Wb.M x Wb, M, where b, and b, refer to the numbers of rows
and columns of the component base matrix B; and this size determines the num-
ber of (check nodes) CN, (variable nodes) VN relatively. The window size W is
much less than coupling length L which means the complexity of WD does not
depend on L. In principle, m +1 < W < L.

The principle of window decoding is that the window runs along the diagonal
and slides to the right corner, meanwhile, using the traditional BP decoding al-
gorithm. In Figure 4.2, at every window position ¢, the first Mb, symbols at time
instant t are decoded thus termed as target symbols (the green part in the above
graph). Moreover, the red part in the graph is recorded LLR values for parity
check in the current window. When finishing decoding at ¢ instant, the window
slides Mb. rows down and Mb, columns right towards t + 1 instant for preparing
the next Mb, check nodes. Moreover, saving the LLR values from previous sym-
bols decoding, rather than initializing the target symbol again by using received
LLR from the channel. Continue like this until the window slides out the full H
matrix. It is noticeable that error transmission might occur in this decoding pro-
cess. For example, as Figure 4.2 shows, assuming the coupling memory is w =2
here, and this is the (p + w)th window, and the red parts come from pth window
and (p + 1)th window regarding as the related information of target symbols and
join the (p 4 w)th window decoding process. In this case, if the red parts carry the
wrong output log-likelihood ratio which will cause a direct impact on the target
symbol. What’s more, in the decoding of the multiple target symbols output, the
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error propagation will be more serious due to the lack of iterations.

Considering there is some performance loss by using window decoding com-
pared with using BP decoding directly on the whole chain construction, and the
decoding performance in a certain window depends on the output from the pre-
vious window. Therefore, in order to achieve the ideal decoding performance,
when the decoding results are not optimal, partial data information should be
re-transmitted so that provide more apriori information for decoding.

The structural latency for the window decoder T;,; in terms of the number of
information bits can be expressed as [24].

Tua = Too + DTz (W) (4.4)

where Ty, refers to the needed waiting time for codewords information before
the first window starts decoding, Ty, refers to the iterative decoding time within
each window, D represents the sum of overall window numbers. In general, the
slide step is 1, which satisfies the relation, D = L — W + 1.

4.2.1 Belief propagation algorithm

Assume the codewords sequence x = [X, ..., Xn—1] with QPSK modulation trans-
mitted in Additive White Gaussian Noise (AWGN) channel, n = LMb, and y =
[Yo, ..., Yn—1] represent codeword length and received codeword. The brief pro-
cess will be illustrated below.

Step 1: Initialization. Make some transform of variable nodes at time t (0 < t <
L — 1) and save as initialized information of variable nodes.

P(xizo | yi) (4.5)

7i =1In
P(xi=1 | vi)

Step 2: Iteration. Only exchange and update information for variable nodes and
check nodes in the window. The following are updating formulas of the check
nodes and variable nodes:

Rf-]- = 2artanh ! H tanh (ng_l /2) (4.6)
keN(i)\j
] ’)/], l — 0
L — 4.7
Qi { i + Lkem(ni Ry, 1> 0 7

where | denotes the iteration times, Rﬁ i denotes a posterior probability log-likelihood

ratio from check nodes i to variable nodes j at Ith iteration. N(7)\j represents the
set of all variable nodes connected to check nodes i except j, ng denotes a pos-

terior probability log-likelihood ratio from variable nodes j to check nodes i at
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Ith iteration, and M(j)\i denotes the set of all check nodes connected to variable
nodes j, except i.

Step 3: Hard decision and terminate the iteration.

Q=7+ Y Ry (4.8)
keM(j)

When Q} >0, Xj = 0, otherwise Xj = 1. If the bit error rate of the current window
target symbol is zero or the number of iterations reaches the maximum, the win-
dow stops iterating and outputs the judgment result; otherwise, return to Step 2
to continue the iteration.

Step 4: Window sliding. After the decoding window finishes decoding the cur-
rent target symbol, save it and prepare for the decoding of the next window.
When the window slides to the position of t + 1, return to Step 1 to decode the
next target symbol.

4.3 Simulation results for SC-LDPC codes with FTN

In this section, we simulate the SC-LDPC code with FTN with different T com-
pared with the LDPC code without spatial coupling shown in Chapter 3. What's
more, we change various code iterations (in the LDPC decoder part) to see the
influence of the different number of iterations.

The simulated BER performance with QPSK modulation with/without spatial
coupling is given in Figure 4.3. Two groups of curves mainly show the waterfall
region performance with different 7, at the constant rate of R = 1/2. According
to [4], the BER performance is presented as a function of E,/Ny = Es/(Ny#),
where Es is the received signal energy per received signal, and Ny is two-side
noise power spectral density and

=R xlog,M/t (4.9)

denotes the spectral efficiency in bits/s/Hz, R is the error correcting code rate, M
is the constellation size, i.e., M = 4 for QPSK and 7 = TA /T (T is the sinc pulses
sent period) also so-called time-squeezing factor or the relative time period pack-
ing. In the simulations, we simulate the BER performance of Nyquist signaling
(T = 1) as a comparison.

To control variables, we use the rate 1/2 LDPC codes with QPSK modulation of
length N = 64800 bits from the DVB-S2 standard under the Nyquist system. The
number of iterations in the decoder is 80 and the number of simulations is 10000,
it is shown in Figure 4.3 as the black plus line. The spectral efficiency is 17 = 1
in this case. And the BER has a sharp decrease in E; /Ny belongs to [0.65, 0.9].
Then three dotted curves use the same parameters as a comparison group, where
different T is chosen to provide different spectral efficiency. With code rate R =
1/2,7=0.74,0.67, 0.5 corresponding to y =4/3, 3/2 and 2 bit/s/Hz respectively.
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Figure 4.3: Simulation results for LDPC codes with or without SC

Furthermore, from Figure 4.3, the four solid circle curves show the performance
of spatially coupled LDPC codes with FTN signaling and turbo equalization. And
the iterative equalization decoding process is followed the Figure 4.4 [25]. Here,
La(x) is the prior information of the transmitter source. In the first iteration, the
prior information is initialized first. For the regular system, since the input signal
is equally distributed, the corresponding prior information LLR is set to LLR =0,
Le(x) is the inherent information output by the FIN equalizer, and Le(x) is the
external information output by the FTN equalizer, Lh(x) is the external informa-
tion output by the channel decoder, and L(I) is the LLR of the final received bit
after the decision.

In a complete iteration, the FTN equalizer uses the BCJR algorithm to calculate
the posterior probability according to the channel reception sequence and then
outputs the external information of the equalizer. Then the external information
is deinterleaved as a priori information of the SC-LDPC decoder followed by the
decoding and outputs of the inherent information and external information of the
channel decoder. The last step is the external information output by the SC-LDPC
decoder which is interleaved and sent to the equalizer.

The simulation results for SC-LDPC codes with QPSK modulation and FTN
signaling ensembles are shown in Figure 4.3. We use the bit error rate (BER) to
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Figure 4.4: Iterative equalization decoding

compare the results. Signal to noise ratio (SNR) is given by E, /Ny, where Ej is
the average energy per bit. The DVB-S2 standard LDPC codes have code length
N = 1944000 with a total code rate of R = 0.495 in the simulation.

For the FTN system part, the raised-cosine pulses h(t) in (2.6) with roll-off factor
a« = 0.4 is used. Different time acceleration factor T = 0.74,0.67,0.5, 0.4 are simu-
lated separately. We choose a suitable channel length 4 followed that used in [4]
and employ the AWGN channel in the simulation as Chapter 3 introduced. The
number of iteration equalization is set to 10. The infinitely extended parity check
matrix H is terminated by the zero termination method, that is H is truncated at
t = L, where L is the coupling length. We choose the partial coupling length L; =
25 of the whole length L = 100. Spatially coupled LDPC code can also be classi-
fied into strong coupling and weak coupling. Generally, weak coupling refers to
coupling memory w = 1, 2, here we use w = 1, and the base matrix B is divided
into Bg and B;, which are shown in (4.10) and (4.11). The lifting factor M is set to
972. The sliding window decoding algorithm with window size W =5 is used in
SC-LDPC decoding.

0010100000100O0O0O0O0O0O00O0
010100000001 0O0O0O0O0OO0OO0O0
0000100010001 0O0O0O0O0©O00O0
00000100010001O00O0O0O00O0
010010000000OO0O0O10O0O0O00O0
Bo = 0100010000000O0O01TO0O0O0O0 (4.10)
0010000010000O0O0O01TO0O0O0
0010000001T000O0O0O0O01TQO00O0
10100000000OO0O0OO0O0OO0O0OO01OQO0
0010000001T000O0O0CO0O0O0O0 T




36 Spatial coupling

110000100000O0O0O0OO0O0OO0O00O0
1000010100100000O0O0O0O0
1110000000010O0O0O0O0O0O00O0
1101000000001 00O0O0O0O00O0
B. — 10110000000001O0O0O0OO0O0O0 (4.11)
1 10110000000000100O0©O00O0 ’
1001001000000O0O0O1O0O0O00O0
01010001000000O0OO0O1O0O0GO0
000100101000000O0OO0O1TO0GO
010100010000000O0O0CO0T1 0]

As shown in Figure 4.3, some significant gains can be obtained after employing
the SC-LDPC code with turbo equalization and utilizing window decoding than
that without spatial coupling in Chapter 3.

From the overall trend, we can find significant gains after using SC-LDPC in
their waterfall regions compared with those with the same T but without spatial
coupling. Compare the SC-LDPC codes with T = 0.74 with that in no spatial cou-
pling ensemble, when the BER is equal to 103, it is clear that there is a 0.51dB
gain with spatial coupling, but along with the slightly increasing SNR, at around
0.645dB, the slope begins to slow down which depicts the relatively worse error
floor compared with that without spatial coupling (which means it hit the error
floor at a higher error rate than non-SC codes) and T = 0.74. It is because the win-
dow size is just 5, not big enough, as [26] mentions, within the appropriate range,
the bigger window size will bring better decoding performance. Similarly, it can
be seen from other comparison groups, such as at BER = 10~ when 7 = 0.67, the
performance improves by about 0.74dB, and when 7 = 0.5, there is an apparent
gain of about 1.92dB. Even using SC-LDPC codes with 7 = 0.4 can get around
0.26dB compared with that without spatial coupling at BER = 10~2 and 7 = 0.5.

What's more, it is noticeable that at the same BER level, while the T decreases
from 0.74 to 0.5, the spatial coupling gain will be more and more obvious from
the lower SNR region to the higher SNR region. Meanwhile, the error floor per-
formance also improves. It can be explained that by using the regarded ISI chan-
nel, the smaller 7 refers to more severe ISI. The spatial coupling has a property
of threshold saturation, which can improve the BP threshold by shifting it close
to the MAP threshold. Therefore, more severe ISI can obtain better gain by using
spatial coupling.

Some other interesting finding occurs. Taking account of the SC-LDPC codes with
T = 0.67, the BER performance is almost as good as that with T = 0.74 when SNR
changes from 0.5dB to 0.74dB, and the small gain keeps almost constant (0.042
dB), but when SNR exceeds 0.74dB, these two curves almost coincide. On the
other hand, compared with the curve using a regular Nyquist system without
FTN, SC-LDPC codes with T = 0.74 and T = 0.67 implemented with FIN signal-
ing and turbo equalization has a better performance gain before SNR = 0.795dB,
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but be surpassed after that point. It can be concluded that when keeping other
parameters constant, implementing the SC-LDPC codes with window decoding
has more improvement than that without spatial coupling. And the superiority
of SC-LDPC codes gets more obvious with lower T case.

From another perspective, considering the system spectral efficiency as equation
(4.9) introduced. In this report ensemble, T = 0.74,0.67,0.5 corresponds to sys-
tem spectral efficiency 17 = 4/3, 3/2, 2 respectively. From Figure 4.3, with the
same SE versus E, /Ny, the SC-LDPC code can achieve the same SE with less en-
ergy consumption than using the same T without using spatial coupling. What’s
more, considering the two curves with SNR above 3dB, for QPSK-based systems
by applying FTN signaling with the DVB-52 SC-LDPC codes we can achieve an
even higher SE than that without SC.

Like what we did in Figure 3.8, the curves of efficiency and SNR in the case of BER
=10~ when using coupled code can be drawn. For all the uncoupled curves, the
points starting from the left side to the left correspond to 7 =1, 0.74, and 0.67 re-
spectively and for coupled curve, the points from the left to the right correspond
to7=0.74,0.67, 0.5 and 0.4 respectively. From Figure 4.5, it can be seen that all the
points move to the left side compared with the uncoupled case. That means when
the system operates at the same efficiency, a significant gain can be obtained by
using coupled codes. When we take R =1/2 and 7 = 0.74 for coupled and un-
coupled points,it can be seen that there’s 0.7dB gain. Especially when spectral
efficiency 77 = 2, there is 0.9dB and 2.2dB gain for R =2/3 and 3/4 respectively by
using coupled codes.

"—e— uncoupled R=1/2
3 —&— uncoupled R=2/3
—+— uncoupled R=3/4
—#— coupled code R=1/2
25 n
>
g of .
2
QO
©
15F 3
1r il
0.5 1 1.5 2 25 3 3.5

Eb/NO(dB)

Figure 4.5: Comparison of efficiency performance for uncouple and
coupled codes
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Chapter 5

Conclusion and future work

5.1 Conclusion

The main work of this thesis can be divided into two parts. Firstly, we take [4] as a
reference, the simulation based on the QPSK format with convolutional codes and
LDPC codes separately is introduced under the FTN system when the spectrum
efficiency (17) changes, and the Nyquist system without FTN is also simulated as a
comparison. Secondly, spatially coupled LDPC codes were used with a window
decoding algorithm to combat the trade-off between the error floor and waterfall
performance caused by system iteration.

The simulation results prove that under the condition of equal simulation pa-
rameters, the convolutional code outperforms the LDPC code in the lower SNR
region, but along with the BER increasing, the stronger LDPC codes have bet-
ter waterfall performance even though in the high SNR region, the convolutional
codes have better error floor than the LDPC code. And higher spectral efficiency
can be obtained by using smaller T or increasing R, which also needs more power
to reach the same BER level.

The combination of spatial coupling can effectively eliminate performance gaps,
which means we can get the higher SE with the lower SNR requested. Take
7 = 0.74 and BER = 1073 as an example, using spatial coupling codes has a
total gain of about 0.51dB compared with that without a spatial coupling scheme,
moreover, this gain will be more significant within higher SE system. And these
findings are suitable for future communications with high rates and high spectral
efficiency required.

5.2 Future work

This thesis investigates spatially coupled FIN signaling based on LDPC codes
and achieves performance gains in QPSK-modulated FTN systems. With the
deepening of research, the further steps can be carried out in the following as-
pects:

39
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Conclusion and future work

. In this article, the single-carrier FTN receiver is designed and simulated

with QPSK modulation. When a higher-order mapping method is used,
which is very sensitive to channel noise, the design of the receiver faces
greater challenges. How to reduce the influence of noise when using higher
modulation? What methods can be taken at the transmitter and receiver?

. This paper adopts the Turbo equalization of the MAP algorithm, while

there are some other equalization techniques. From the perspective of algo-
rithm complexity, the MAP algorithm has a high implementation complex-
ity. Other equalization algorithms with lower complexity, such as MMSE
equalizer, can be studied.

. This paper mainly studies the single-carrier FTN transmission system. The

multi-carrier FTN transmission system can be further studied. For exam-
ple, the MIMO multi-carrier FTN transmission system can be investigated
[27].

. Further spatial coupling methods such as by introducing memory between

the output of a code and the channel, and by introducing memory between
the outer and inner code then acting a componet code in turbo equalization
combined with FTN can be investigated.

. Some other improvements can be done in the decoding part. Firstly, the
Residual Belief-Propagation (RBP) algorithm and the Node-Wise RBP (NWRBP)

algorithm can be combined effectively into the simulation. Whatsmore,
simulation can be done by optimizing the regular window decoding algo-
rithm, such as using dynamic and adaptive window size decoding.
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