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Abstract

Increasing demand for higher data rates in wireless communication systems has tremendously evolved over the last years. This demand is rapidly increasing with rising in number of wireless devices. Advanced antenna systems (AAS) – known as massive MIMO – is one of the central enabling radio technologies for 5G cellular systems that significantly increase the data rates provided for data-hungry applications.

A fundamental component in the realization of multiple antenna systems is the radio frequency (RF) power amplifier (PA) at each transmitter branch. The reason for its crucial role is because it takes the responsibility of amplifying the transmitted signal to suitable power levels for transmission. These RF PAs are the most power-hungry components in RF transmitters. Consequently, their energy efficiency is a major concern. One way to increase the PA efficiency is by increasing the input signal power to the PA. However, the signals, using modern modulation schemes, e.g., Orthogonal Frequency Division Multiplexing (OFDM) and Wideband Code Division Multiple Access (W-CDMA), have high Peak to average power ratio (PAPR). Hence, PAs introduce nonlinear distortion to the amplified signal. This nonlinear behavior of PAs does not only distorts the transmitted signal (in-band distortion), but also produces spectral regrowth which causes interference to the other signals in neighboring channels (out-band distortion). Due to these distortions, 3GPP spectrum regulations might be violated in terms of in-band and out-band distortions. Hence, PAs are required to be linear and highly efficient. To do so, some linearization technique can be used, like Digital Pre-distortion (DPD) to linearize the PA behavior.

Massive MIMO systems contains up to several hundreds of antennas, and these antennas are closely attached. This complicates the transmitter structure, and the smaller space between antenna elements increases the cross-talk between them due to mutual coupling. In addition to that, there is impedance mismatch between the power amplifier and the antenna at each radio branch. As a consequence, these multiple antenna systems are suffered from nonlinear distortion due to the combining effects of mismatch and cross-talk at the output of PA, in addition to the non-linear distortion from PA itself at high PAPR. To avoid both mismatch and cross-talk coupling effects, expensive and bulky isolators should be placed between PAs and antennas, which increase system design complexity and cost. Hence, the project main aim is to relax the isolation requirement, while applying linearization technique (DPD), to save the cost, complexity and reduce the design requirements in base stations.

In this project, the DPD is implemented as a linearization technique, using a behavioral model of PA that counts for PA non-linearity and cross-talk, while mismatch effects is not considered. Further investigations are carried out to test different levels of isolation to know up to which extent the isolation can be relaxed while keeping the Adjacent Channel Leakage Ratio (ACLR) level of -50 dBc, due to 3GPP regulations. These investigations led to a conclusion that, in sub-6 GHz, it would be impossible to relax the isolation level if the PA model that does not count for cross-talk coupling is used. In contrast, when counting for cross-talk coupling in the PA behavioral model, isolation level is relaxed to about 11 dB while keeping the targeted ACLR level.
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**Notations**

- $\eta$; power amplifier efficiency
- $P_{out}$; RF output power from PA
- $P_{dc}$; DC power supply
- $P_{in}$; RF input power
- $G_v$; voltage gain
- $M$; memory depth
- $P$; non-linear order
- $a_1$; direct PA input
- $a_2$; indirect PA input
- $b_2$; output from PA
Popular Science Summary

The demand for better and faster service, data-rates increases every day to satisfy different users’ requirements, and the limits of wireless networks become more visible. Studies have shown that in 5G generation, data rates up to tens of Gigabit per second (Gbit/s) can be achieved. Multiple Input Multiple Output (MIMO) system is one of the promising solutions for LTE (4G) and 5G wireless communication, by using multiple antennas in the transmitter and receiver, to achieve better reliability and higher data rates.

Power amplifiers (PAs) are important components in multiple antenna systems for amplifying the transmitting signal to be detectable and receivable at the receiver end. The PAs must only amplify transmitting signal linearly, the power level of the amplified signal is a scaled version of input power level. However, due to modern modulation schemes, the signals might have high power level, hence PA behaves non-linearly. In addition, for multiple antenna systems, with a large number of antennas of closely-spaced, a part of transmitting signals after PA is leaked from one antenna to other antenna, i.e., crosstalk, which distorts the amplified signal. Due to that, PA distorts the signal within the desired communication bandwidth (in-band) and generates out-of-band signals that interfere with the transmitting signals from neighboring users.

The motivation, in this thesis, is to improve the PA performance to act linearly. This can be addressed by using isolators for cross talk. However, they can introduce losses and they are bulky and expensive, also, they take relatively large space in 5G base stations. This means, there is a necessity for a robust and less-complicated algorithm to compensate for coupling effects in the 5G system.

The main aim of this thesis is to compensate for these combined nonlinearity effects of PA, including cross-talk, at output in MIMO transmitters using Digital Pre-distortion to minimize the isolation requirements at 5G base stations.
Chapter One

Introduction

Wireless communication is the transfer of data between two or more points by using radio waves. Wireless communication allows users to communicate remotely using modern technologies such as cellular networks, Wi-Fi, satellite communication links, Bluetooth, etc. The RF signals are commonly used in modern wireless communication systems to serve several users as well as enable a wide range of applications [1].

Over the past few years, day-to-day lives were transformed through the Internet of things (IoT) connected devices, sensor nodes, and other parallel devices. It is obvious that, the wireless communications will experience huge demands for a higher date as well as the more advanced wireless solutions to support these massive requirements. Modern wireless communication standards like LTE and 5G is employed for data-hungry applications. To meet the requirements of higher data rate, the wireless communication system cannot only rely on bandwidth, as the frequency spectrum is getting crowded and more expensive. For this, researching in the field of multiple antenna systems takes a significant role in the modern wireless communication system.

Multiple Input Multiple Output (MIMO) [4] systems have already become a crucial part of current wireless communication standards like LTE and 5G. MIMO technology has led to Advanced antenna systems (AAS) that also known as Massive MIMO. These multiple antenna systems are employed to provide higher data rates, more capacity and better link reliability. They reduce link failure probability by exploiting spatial diversity.

Excessive energy consumption of information and communications technology (ICT) is a growing concern these days. One study suggests that by 2020, 11% of the world’s total energy output will be consumed by ICT. Furthermore, as much as 90% of energy consumption in cellular systems is consumed in base stations and their related hardware [2] [3]. In base stations, the most consuming component is the PAs. Hence, it is always a challenge to increase the energy efficiency of PAs, which is can be increased by increasing the input power. However, in current cellular systems like LTE and 5G, advance modulation techniques are used, e.g., Orthogonal Frequency Division Multiplexing (OFDM), which it has high peak to average power ratio (PAPR). Due to high PAPR, PA might behave nonlinearly. In such a case, a spectrum regrowth is detected for the amplified signal, that results in the violation of 3GPP standards, which define the maximum acceptable Adjacent Channel Leakage Ratio (ACLR) for the mobile communications standards e.g. LTE (4G) and 5G.

In this introductory chapter, the basic building blocks of radio communication link are presented, some enabling techniques in 5G are also illustrated. The motivation and main objectives of this project are briefly described.

---

Figure 1: Multiple Input Multiple Output (MIMO)
1.1 RF Wireless Link

A wireless communication link can be constructed by a transmitter and a receiver, as shown in Figure 2. A typical radio transmitter, Figure 2 (a), consists of a digital to analog converter (DAC) that converts the digital data to an analog signal to be modulated to the carrier frequency. In the modulation process, the signal is upconverted by the mixer into a specific carrier frequency which is generated by the local oscillator (LO). A power amplifier (PA) is then used to amplify the modulated signal before radiating it into free space by the antenna. Isolators\(^1\) can be used to protect the PA from any reflected wave due to the mismatch between the PA and antenna.

In the receiver part, Figure 2 (b), the antenna receives different signals from the space, and not all these signals are desired, hence, the desired frequency band is selected using a bandpass filter (BPF). This very low and attenuated signal must be amplified using a Low Noise Amplifier (LNA). Later, the signal is down converted to baseband frequency. A band pass filter (BPF) is also used to select the desired frequency channel before demodulating the signal in digital domain.

![Figure 2: Block diagram of a basic radio system: (a) transmitter, (b) receiver](image)

1.2 Beamforming and MIMO Hardware

Beamforming is one of potential techniques that have been used to enable 5G in Massive MIMO (AAS) systems. In general, beamforming uses multiple antennas to control the direction of the

\(^1\) Detailed description of circulators and isolators can be found in Appendix 9.2.
transmitting signal by adjusting the magnitude and phase for each antenna signal in multiple antenna array. In beamforming, the same signals are fed to these antenna arrays, and the antennas have appropriate space between them (about ½ wavelength). The receiver end will receive multiple copies of the same transmitted signal. Depending on the receiver location, these signals may be in opposite phases, destructively canceling each other, or in the same phase, constructively sum up, or anything in between. The PA is a circuit that uses a DC power supply to increase the power level of the input signal [5] at each branch. The phase of the beam can be changed either by connecting a phase shifter prior to each PA (analog beamforming) or by producing different signals with different phases for each antenna element (digital beamforming), as in Figure 3 [6]. In analog beamforming, only one beam is created for the entire frequency band. In contrast, in digital beamforming, many beams can be created [7]. In this project, the considered scenario is digital beamforming.

Moving up in frequency means scaling down in wavelength and hence, in dimensions of antenna array. For instance, the patch dimensions in 27 GHz frequency is approximately (2.2x3.1) mm² [8], in compare with (36.5x47) mm² when operating at 1.9 GHz [9]. Accordingly, in the upper microwave and millimeter wave regions, the antenna size will be smaller in terms of wavelength. In such high-frequency regions, the active modules, i.e. PAs is integrated with the antennas on the same chip. Hence, microwave monolithic integrated circuit is (MMICs) can also be considered in order to reduce the size and the cost of manufacturing modules in large numbers.

Using such integrated modules means that it is difficult and even, sometimes, impossible to insert bulky isolators between the PA and the antenna. Hence, it is essential to find a way to solve the distortion that may be caused due to crosstalk, instead of using these expensive and bulky isolators, or at least to find a method to relax the isolation level of these isolators.

1.3 Background and Motivation (problem outline)

In MIMO transmitter design, nonlinearity is a big issue. It is mainly introduced by the nonlinear behavior of RF PAs and by the cross talk (coupling) through interaction between branches in antenna array. As a result, this leads to power leakage into adjacent channels, and this leakage should be kept under a certain level. For sub-6 GHz transmitters, the accepted Adjacent Channel Leakage Ratio (ACLR) level has been specified in 3GPP requirements to be -45 dBC [26]. The distortion caused by cross talk and mismatch can be reduced using high quality and expensive isolators. However, these isolators are bulky, lossy, and it is expensive to integrate them in radio branches.

New technology has been recently suggested and implemented to compensate for these effects of PA non-linearity and crosstalk coupling effects. That is done by implementing linearization techniques, known as MIMO based digital pre-distortion (MIMO DPD). By using MIMO DPD algorithm, is it possible to relax the isolation requirements with respect to 3GPP standards?, if so to which level can be
relaxed? And what is the minimum complexity for MIMO DPD, in terms of the memory depth and nonlinear order?

1.4 Objectives

The main objectives of this master’s thesis work are listed below:

- Analyze power amplifier (PA) characteristics and nonlinear behavior using Dual-input simulations, that consider the direct input signal and the cross-talk signal. The simulations are based on sub 6 GHz AAS systems.
- Modeling the nonlinear behavior of PA using dual-input Memory Polynomial (MP) and test the model accuracy, by comparing the actual output with the modeled output.
- Study DPD algorithms and examine DPD performance without cross-talk signal (SISO DPD) and with crosstalk signal (MIMO DPD).
- Study DPD algorithms and investigate DPD performance for different isolation levels. This is done by executing DPD algorithm for different isolation level and measuring the resulted in-band and out-of-band distortions.
- Select minimum isolation level with minimum complexity for DPD in terms of memory depth and nonlinear order, with respect to 3GPP requirements on both in-band and out-of-band distortions (ACLR =-45 dBC).

1.5 Thesis Outline

This introductory chapter is followed by six chapters. In the second chapter, the main concepts of PA functionality, classes, efficiency, gain compression and memory effects are illustrated. Chapter three, presents the idea behind PA modeling and model parameters extraction approach. Some common linearization techniques are presented in the fourth chapter, the digital pre-distortion will further be illustrated as the main technique used in this project. Implementation methodology will be described in detail in the fifth chapter, while the corresponding results will be presented and discussed in chapter six. The project conclusion and some proposed future enhancement will be highlighted in the seventh chapter.
Power Amplifier Characterization

In order to study the behavior of PA, a detailed description of its features, operating classes, efficiency, non-linearity and memory effects will be presented in this chapter.

2.1 Power Amplifier functionality

Power amplifiers can be considered as one of the most important components in the radio transmitter chain. The generated signal is fundamentally weak in terms of power and it needs to be amplified to overcome the loss in the transmission or channel path between the transmitter and receiver. Power amplifiers are non-linear devices, which means that their output power does not always increase linearly in proportion to the input power. This non-linearity is distorting the signal and introduces in-and out of band distortions that are further discussed in the following sub-sections.

2.2 Efficiency of Power Amplifiers

Radio transmitter contains several parts that work together to generate radio waves that contain the intended information. Among all these parts, power amplifier has the highest power consumption. They can consume up to 40% of the overall power budget [11]. That makes it very challenging for engineers to design high-efficient power amplifiers, to keep an acceptable tradeoff between consuming DC power and output power levels.

The efficiency of PA is a measure of its ability to increase the output power, \( P_{\text{out}} \), of RF signal after supplying direct current (DC) power from the DC source, \( P_{\text{DC}} \), as an input. The efficiency can be defined in two methods. It can be either defined in terms of drain efficiency (\( \eta \)), as in (1), or power added efficiency (PAE) that it is more commonly used, as in (2).

\[
\eta = \frac{P_{\text{out}}}{P_{\text{DC}}} \quad (1)
\]

\[
PAE = \frac{P_{\text{out}} - P_{\text{in}}}{P_{\text{DC}}} \quad (2)
\]

where \( P_{\text{in}} \) is the RF input power.

2.3 Power Amplifier Classes

RF PA, Figure 4, consists of a transistor (MOSFET, MESFET, HFET, or BJT), input and output networks [5]. RF PAs are classified depending on the conduction angle of the drain current and their efficiency. Four classes of PA are commonly used in analog design; class A, B, AB and C. In class A, the conduction angle, as in Figure 5 (a), of the drain current is 360°, this means the transistor is 'ON' during the entire cycle. Hence, it has lower efficiency (50%) but linear behavior. Class B, Figure 5 (b), has a conduction angle of 180°, which means it conducts only half of the cycle. Meanwhile, it has higher efficiency than class A (about 78.5%).
Figure 4: Radio frequency power amplifier basic scheme

Class AB, Figure 5 (c), is an intermediate class between A and B, with a drain current conduction angle between 180° and 360°. Higher than 50% efficiency is recorded for these amplifiers, but they
have lower distortion. In class C, Figure 5 (d), the drain conduction angle is less than $180^\circ$, which means higher efficiency than class A and B, but they have nonlinear behavior [5].

For different amplifiers’ classes, the efficiency can be calculated as

$$\eta = \frac{\theta - \sin \theta}{4 \left( \sin \left( \frac{\theta}{2} \right) - \frac{\theta}{2} \cos \left( \frac{\theta}{2} \right) \right)}$$

(3)

where $\theta$ is the conduction angle of the drain current.

2.4 Non-linearity of PA

In this part, the non-linearity of PA is explained. Normally, PA is intended to amplify the RF input signal, $v_i$, to produce the amplified RF output signal, $v_o$. Hence, the relationship can be characterised as

$$v_o = G v_i$$

(4)

where $G$ is the ideal gain. The above relationship is linear. However, perfectly ideal PA does not exist. Since the PA start to act nonlinearly after the 1 dB compression point, and hence, it produces spectral regrowth, it is explained in next subsections. For showing this, a non-linear device block is assumed to model the PA with an input $v_i$ and an output $v_o$.

Then, the output response can be represented by a Taylor series [12] as follow:

$$v_o = a_0 + a_1 v_i + a_2 v_i^2 + a_3 v_i^3 + \cdots$$

(5)

where the Taylor expansion coefficients are defined as [12]

$$a_0 = v_o(0) \quad \text{(DC output)}$$

(6)

$$a_1 = \left. \frac{\partial v_o}{\partial v_i} \right|_{v_i=0} \quad \text{(linear output)}$$

(7)

$$a_2 = \left. \frac{\partial^2 v_o}{\partial v_i^2} \right|_{v_i=0} \quad \text{(squared output)}$$

(8)

2.4.1 Gain Compression

To study the compression point, the input to a power amplifier is assumed to be a single frequency sinusoid signal, as shown below

$$v_i = V_o \cos w_o t$$

(9)

where $V_o$ and $w_o$ are amplitude and angular frequency of the input signal, respectively. By substituting (9) in (5), the output can be expressed as

$$v_o = a_0 + a_1 V_o \cos w_o t + a_2 V_o^2 \cos^2 w_o t + a_3 V_o^3 \cos^3 w_o t + \cdots$$

(10)
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By rearranging (10), \( v_o \) is defined as

\[
v_o = \left( a_0 + \frac{1}{2} a_2 V_o^2 \right) + \left( a_1 V_o + \frac{3}{4} a_3 V_o^2 \right) \cos w_0 t + \frac{1}{2} a_2 V_o^2 \cos 2w_0 t + \frac{1}{4} a_3 V_o^3 \cos 3t \tag{11}\]

The voltage gain (i.e., the ratio between the output and input) at the fundamental frequency, \( (w_0) \), can be obtained from

\[
G_v = \frac{v_o^{(w_0)}}{v_i^{(w_0)}} = \frac{a_1 V_o + \frac{3}{4} a_3 V_o^2}{V_o} = a_1 + \frac{3}{4} a_3 V_o^2
\tag{12}
\]

![Figure 6: Output response of a typical power amplifier](image)

It is observable that the gain, \( G_v \), equals a linear coefficient, \( a_1 \), in addition to a term proportional to the input voltage. In most practical amplifiers, \( a_3 \), has the opposite sign of \( a_1 \). Hence the output of an amplifier starts to be reduced from its expected output \( (G_v \times \text{input}) \) for a large input value, \( V_o \). This effect is known as gain compression or saturation \([12]\). Figure 6, shows AM/AM plot that clarifies how the amplifier gain is going to saturate over a limited linear region of operation. These measurements are taken from one transmitter branch based on only input and output signals of PA. The 1 dB compression point is where the output power level is decreased by 1 dB from its ideal linear characteristic.

2.4.2 Intermodulation (out of band) distortion

The nonlinear behavior of PA introduces spectral regrowth in frequency domain to the RF output signal compared to input signal. To study that, the input signal, \( v_i \), in (9), is replaced with two-tone signal

\[
v_i = V_o (\cos w_1 t + \cos w_2 t) \tag{13}\]

After substituting in (4), the output spectrum response consists of harmonics of the form \([12]\)
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\[ mw_1 + nw_2 \]  

(14)

where \( m, n = 0, \pm 1, \pm 2, \pm 3, \ldots \). These combinations are called intermodulation products of the order equal to \( |m| + |n| \). These products are not desired in power amplifiers output, because they appear as a spectrum regrowth and interfere with adjacent signals spectrum. Even order products are located far away from the fundamental zone and they can be easily filtered using either band pass or band stop filters. Some of the odd order products are located close to the original input signal and they are hard to be filtered out [13], e.g., third order. Figure 7 illustrates the second and the highlighted third order intermodulation products [12].

\[ \mathcal{R} \mathcal{M} \mathcal{E} \mathcal{S} \mathcal{A} = \frac{\int_{(w_{\text{adj}})} |Y(f)|^2 df}{\int_{(w_{\text{main}})} |Y(f)|^2 df} \]  

(15)

where \( Y(f) \) is the transmitted signal in the frequency domain, \( BW_{\text{adj}} \) is the signal bandwidth of the adjacent channel and \( BW_{\text{main}} \) is the signal bandwidth of the main channel, and \( BW_{\text{adj}} = BW_{\text{main}} \).

Figure 7: Output spectrum of the second- and third-order two-tone intermodulation products [12].

When introducing a wide band communication signal to a power amplifier, the output signal with a noticeable frequency regrowth will present. This behavior is known as the out-of-band distortion, as illustrated in Figure 8.

To measure this type of distortion the Adjacent Leakage Ratio (ACLR) can be used (15). ACLR is a figure of merit that indicates the ratio between the power intermodulation signal and the main signal. In other words, it can be defined as the ratio between the power within adjacent channel to the power of the transmitted signal within desired or main channel [14]. Both the desired and the adjacent channel are assumed to have the same bandwidth. ACLR is a term that used in the standardization of the 3GPP.
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2.4.3 In-band Distortion

The Normalized Mean Square Error (NMSE) is a figure of merit that indicates the difference between the actual measurement and the desired received signal as illustrated in (16). The NMSE is a measure of DPD performance. It can be determined as the deviation of the desired output, $Y_{\text{desired}}$, from the actual signal after using the linearization technique, $Y_{\text{actual}}$. $Y_{\text{desired}}$ is a scaled version of the input signal. In fact, NMSE is a measurement of both in- and out of band distortion, however, since the in-band distortion power is dominating the error, NMSE is dominated by in-band distortion and it can be mainly used as a measure of in-band distortion [29], as shown in Figure 9.

\[
NMSE(Y_{\text{desired}} - Y_{\text{actual}}) = \frac{\|Y_{\text{desired}} - Y_{\text{actual}}\|_2}{\|Y_{\text{desired}}\|_2}
\]  

(16)

2.4.4 Memory Effects on PA

Power amplifiers are non-linear devices with memory effects. Which means that the current output does not depend solely on the current input, but it also depends on the previous inputs. This memory effect comes from the physics of transistors that contains a number of energy-storing elements, e.g., capacitors. An example of such schematic can be illustrated in Figure 10. It is a small-signal model for a microwave FET, which included
transconductance \( g_m \), output resistance \( r_0 \) and parasitic capacitance \( (C_{gs}, C_{ds}, \text{ and } C_{gd}) \). Therefore, this memory effect causes delays in transient signal before reaching its steady state.

Figure 10: Small-signal equivalent circuit for a microwave FET in the common-source configuration [12]

The memory effect of a capacitor can be seen from the voltage equation (17) [15].

\[
v_C(t) = \frac{1}{C} \int_{-\infty}^{t} i(t') \, dt'
\]

where \( v_C(t) \) is the capacitor voltage at time \( t \), \( C \) is the total capacitance for the small-signal equivalent circuit, \( i(t') \) is the capacitance’s current at previous time instance, \( t' \), which varies from \( -\infty \) till the current time \( t \).

Figure 11: Memory effect on PA appears as a scattering in its characteristic curve

Thus, the non-linearity of PAs becomes worse in the presence of a strong memory effect. Figure 11 shows a magnitude characteristic of a commercial PA. The red curve dispersion (scattering) around the curve is due to PA’s memory effect.
Chapter Three  

Power Amplifier Behavioural Modelling

An accurate PA behavior model is important to perform high-performance DPD. As explained earlier, both mismatch and crosstalk have an impact on PA behavior. Hence, it is important to consider the 2nd indirect input, which corresponds to mismatch and crosstalk. In this chapter, a behavioural model for both single-Input and dual-Input PA is presented. Furthermore, the extraction of model’s parameters is explained.

3.1 Power Amplifier Modeling

Different models have been proposed over past years to model PA behavior. The most common one is Volterra series. It considers both nonlinearity and the memory effects of PA [16].

Band-limited signals are used in this thesis, which has a bandwidth between an order of kHz to tens of MHz while, the carrier frequency is in the sub-6 GHz bands (mid-band). The signals are commonly presented in a complex-valued baseband form and the signals samples are assumed to be i.i.d. Hence, the discrete-time complex baseband Volterra model with order $P$ for SISO PA model is written as [16]

$$b(n) = \sum_{p=1}^{P} \sum_{m_1=0}^{M_p} \sum_{m_2=m_{p-1}}^{M_{p+1}} \theta_{pm_1 m_2} a(n-m_1) \cdots a(n-m_p) a(n-m_{p+1})^* x(n-m_{p+1})$$

where, $a(n)$ and $b(n)$ are complex baseband input and output signals of the PA, respectively, $(\cdot)^*$ is complex conjugate, $M_i$ is the memory depth for $i^{th}$ tap and $\theta_{pm_1 m_2}$ is the $p^{th}$ order complex Volterra kernel. Due to kernel symmetry, redundant kernels are removed, i.e., $\theta_{pm_1 m_2} = \theta_{pm_2 m_1}$. Even orders are ignored in this equation since it can be simply filtered out using either band rejection or bandpass filters, as it was explained earlier in section 2.4.2. In this model, the number of conjugate and non-conjugated terms differ by one for the fundamental frequency components. Modeling using Volterra series is not applicable and complex. This is because the numbers of coefficients are high to fully implement the Volterra series to model the PA. Therefore, it can be simplified to Memory Polynomial (MP) model [16]. In this model, the cross-terms between the input signal and its terms with different delays are pruned to be

$$b(n) = \sum_{p=1}^{P} \sum_{m=0}^{M} \theta_{pm} a(n-m) |a(n-m)|^{p-1}$$

In matrix form, the above formula is rewritten as

$$b = H(a) \theta$$

where $a$ and $b$ are vectors containing $N$ time samples, e.g., $a = [a(0), a(1), \cdots, a(N-1)]$. And $H$ is matrix basis function or regression matrix having size of $(N \times (\frac{P+1)(M+1)}{2})$, and $\theta$ is vector of complex coefficients $(N \times 1)$. 


Chapter Three

Power Amplifier Behavioural Modelling

The above SISO MP model for PA does not consider the 2nd input that corresponds to crosstalk and mismatch contributions. These two effects are briefly explained in sections 3.2 and 3.3, respectively. This will be followed by the dual-input PA modelling for MIMO case, i.e., MIMO PA model.

3.2 Mutual Coupling (Cross-talk)

In MIMO communication systems, multiple branches in the transmitter chain are susceptible to different levels of coupling between each other due to cross-talk effects. The coupling concept can be simply represented in Figure 12. In coupling or cross-talk, a part of the radiated wave through the antenna is leaked to another branch or multiple branches in case of MIMO systems.

Assuming two antennas in a transmitter chain, where antenna ‘\( m \)’ is excited by a source (active), while antenna ‘\( n \)’ is not transmitting (passive). The generated signal towards antenna element ‘\( n \)’ is indicated as (0) in the graph and then it radiates to free space, which is labeled as (1). A portion of this energy is transferred to antenna ‘\( m \)’, label (2). A signal is then induced in antenna ‘\( m \)’ which causes this antenna to radiate amount of energy into free space, which is labeled as (3). Then, a part of this energy will be dissipated on the passive load of antenna ‘\( m \)’. Subsequently, antenna ‘\( n \)’ will receive a portion of the energy radiated by antenna ‘\( m \)’. This process will continue infinitely. When both antennas ‘\( m \)’ and ‘\( n \)’ are excited, the total radiated field is the summation of the radiated and re-scattered fields from both antenna elements [17]. In MIMO systems with multiple branches, the amount of coupling is proportional to the distance between branches. The leakage power to the nearby branch is much higher than the leakage power to the distant branch. As a result, this cross-talk coupling has a great impact on the performance of PA [18], it mixes with PA output. As a result, a spectrum regrowth is noticed, and distortion is introduced to the modulated RF signal [18].

3.3 Impedance Mismatch

The amplified RF signal after PA, as illustrated earlier, propagates through the wave guide or the transmission line before reaching the antenna element. When both impedences of PA and antenna are different, a portion of amplified signal get reflected towards the PA, i.e., mismatch. This phenomenon leads to power losses and attenuation in the signal [12]. Figure 13, illustrates the mismatch between PA impedance (\( Z_{amp} \)) and antenna impedance (\( Z_{ant} \)).

The reflection coefficient can be calculated as [12]:

\[
\overline{\rho} = \frac{Z_{ant} - Z_{amp}}{Z_{ant} + Z_{amp}}
\]
3.4 Crosstalk and Mismatch in Antenna Array

In multi antenna systems, as shown in Figure 14, the crosstalk and mismatch signal at $k^{th}$ branch, $a_{2k}$, can be represented as a function of the PA outputs, $b_{2k}$, where both $a_{2k}$ and $b_{2k}$ are vectors contains all $N$ time samples. The antennas are wideband compared to the signal bandwidth. Hence, the single-frequency S-parameters, $\lambda_k$, [16] is used to define the relation between $a_{2k}$ and the PA output signals of all transmit branches, $b_2$. Hence, $a_{2k}$ is described as

$$a_{2k} = b_2^T \lambda_k$$

where $b_2 = [b_{21}, ..., b_{2K}]^T$ and $\lambda_k = [\lambda_{k1}, ..., \lambda_{kK}]^T$. The S-parameter matrix, $\lambda_k$, is measured at the center frequency, which is corresponds to a matrix $[\lambda_1, ..., \lambda_K]$. And the $b_2$ is a matrix with dimensions of $K \times N$. To prevent power amplifiers from this mutual coupling or crosstalk effect, isolators is inserted in each branch between PA and antenna. However, these isolators are bulky and very costly to be integrated in the transmitter, which it is explained in Appendix 9.2 in detail.
3.5 Dual-Input PA Modeling

The SISO MP model does not consider the cross talk and mismatch effects, and hence it is not valid to be used anymore, where it is challenging to have high isolation level to ban these effects. Hence, it is crucial to model the PA with respect to cross talk and mismatch effects. In [16], dual-input Volterra series model is used to model PA behavior. This model considers both direct input, $a_1k(n)$, and indirect input, $a_2k(n)$, which is corresponding to the cross talk and mismatch effects. The output signal, $b_{2k}(n)$, based on this model is written as [16]

$$b_{2k}(n) = \sum_{m_1}^{M} \sum_{m_2}^{M} \sum_{m_3}^{M} \theta_{ki10m_1m_2m_3} a_1k(n-m_1) a_2k(n-m_2)$$

$$+ \sum_{m_1}^{M} \sum_{m_2}^{M} \sum_{m_3}^{M} \theta_{ki10m_1m_2m_3} a_1k(n-m_1) a_1^*k(n-m_2)$$

$$+ \sum_{m_1}^{M} \sum_{m_2}^{M} \sum_{m_3}^{M} \theta_{ki11m_1m_2m_3} a_2k(n-m_1)$$

$$+ \sum_{m_1}^{M} \sum_{m_2}^{M} \sum_{m_3}^{M} \theta_{ki11m_1m_2m_3} a_2k(n-m_1) a_2^*k(n-m_2)$$

$$+ \sum_{m_1}^{M} \sum_{m_2}^{M} \sum_{m_3}^{M} \theta_{ki12m_1m_2m_3} a_2k(n-m_1) a_2^*k(n-m_2)$$

$$+ \sum_{m_1}^{M} \sum_{m_2}^{M} \sum_{m_3}^{M} \theta_{ki12m_1m_2m_3} a_2k(n-m_1) a_2^*k(n-m_2)$$

$$+ \cdots$$

The linear kernels in (A) is given for each input signal. The self-kernels in (B) and (G) have same symmetry property as SISO Volterra. The cross terms in (C) and (F) have symmetry property, i.e., $\theta_{ki10m_1m_2m_3} = \theta_{ki10m_1m_2m_3'}$ but not for permutations of $m_1, m_2, m_3$. The kernels in (D) and (I) corresponds to frequency domain Volterra kernel being excited in $\theta_{ki110_m10_m20_m3}$ and $\theta_{ki111_m10_m20_m3}$. The above formula can be re-written as follow,

$$b_{2k}(n) = \sum_{m_1}^{M} \sum_{m_2}^{M} \sum_{m_3}^{M} \theta_{ki0q_1m_1} a_1k(n-m_1)^{1-q_1} a_2k(n-m_2)^{q_1}$$

$$+ \sum_{q_1=0}^{M} \sum_{m_1}^{M} \sum_{m_2}^{M} \sum_{m_3}^{M} \theta_{ki10m_1m_2m_3} a_1k(n-m_1) a_2k(n-m_2)$$

$$+ \cdots$$

(24)
where the terms \( q_1 \) and \( q_2 \) are used for better definition of cross terms. \( M \) and \( P \) are memory depth and nonlinear order respectively. Like SISO case, due to high complexity of model, the full Volterra series is inapplicable. Hence, Volterra model is reduced to Memory Polynomial (MP) model. In this structure, cross terms between the direct signal and the terms with different delays are not considered in MP. Hence, MP version of above formula can be re-written as [16]

\[
\begin{align*}
\mathbf{b}_2(n) &= \sum_{m_1=0}^{M_1} \sum_{m_2=0}^{M_2} \mathbf{a}_{m_1}^{(2p+1)} a_{1k}(n-m_1)|a_{11}(n-m_1)|^{2p} + \sum_{m_2=0}^{M_2} \mathbf{\beta}_0^{(1)} \mathbf{a}_{2k}(n-m_2) \\
&+ \sum_{m_1=0}^{M_1} \sum_{m_2=0}^{M_2} \sum_{p=1}^{P_2} \mathbf{\beta}_{m_2m_3}^{(2p+1)} a_{2k}(n-m_3)|a_{1k}(n-m_k)|^{2p} \\
&+ \sum_{m_1=0}^{M_1} \sum_{m_2=0}^{M_2} \sum_{p=1}^{P_2} \sum_{u=0}^{P_1} \sum_{v=0}^{P_1} \sum_{u+v+1-v} \mathbf{\delta}_{m_2m_3}^{(2p+1)} (a_{1k}(n-m_1))^{p+1-u} (a_{1k}(n-m_1))^{p+1-v} \times \\
&\quad (a_{2k}(n-m_2))^{u} (a_{1k}(n-m_1))^{v}
\end{align*}
\]  

where \( P_1, P_2, P_3, \) and \( P_4 \) are nonlinear orders, and \( M_1, M_2, M_3, M_4, M_5, M_6, M_7, \) and \( M_8 \) are memory depths. And \( \mathbf{a}, \mathbf{\beta}, \mathbf{\gamma}, \) and \( \mathbf{\delta} \) are vectors corresponds to complex coefficients. The above formula can be written in matrix format as

\[
\mathbf{b}_2 = \mathbf{H} \mathbf{a}_2 \mathbf{\theta}
\]  

where \( \mathbf{b}_2, \mathbf{a}_1 \) and \( \mathbf{a}_2 \) are vectors including all \( N \) time-samples. For instance, \( \mathbf{b}_2 = [b_2(0), ..., b_2(N-1)]^T \), \( \mathbf{H} \mathbf{a}_2 \) is the basis function and \( \mathbf{\theta} \) is the complex coefficients vector that corresponds to \( \mathbf{a}, \mathbf{\beta}, \mathbf{\gamma}, \) and \( \mathbf{\delta} \), i.e., \( \mathbf{\theta} = [\mathbf{a}^T \mathbf{\beta}^T \mathbf{\gamma}^T \mathbf{\delta}^T]^T \).

### 3.6 Model Extraction

To model the PA output for a given input, coefficients are needed to be extracted. The regression matrix, \( \mathbf{H} \), depending on the direct input for SISO MP model (20) or on the dual inputs for dual input MP model (26), hence bellow equation can be used.

\[
\mathbf{b} = \mathbf{H} \mathbf{\theta}
\]  

where \( \mathbf{\theta} \) is the model coefficients and \( \mathbf{b} \) is the output, as shown below,

\[
\mathbf{b} = [b(0), ..., b(N-1)]^T
\]
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The model coefficients, \( \theta \), is estimated using the least square method \([16]\), as
\[
\theta = H^+ b
\]  
(29)

\( H^+ \) is Moore-Penrose pseudoinverse, which is calculated as
\[
H^+ = (H^H H)^{-1} H^H
\]  
(30)

where \((\cdot)^H\) is the conjugate transpose (i.e., Hermitian) and \((\cdot)^{-1}\) is the matrix inverse.

3.7 Model accuracy

To test the accuracy of the model, the NMSE between the measured, \( b_{\text{measured}} \), and modeled output, \( b_{\text{modeled}} \), using the extracted model, is calculated as \([14]\)
\[
\text{NMSE}_{(b_{\text{measured}} \rightarrow b_{\text{modeled}})} = \frac{\|b_{\text{measured}} - b_{\text{modeled}}\|_2}{\|b_{\text{measured}}\|_2}
\]  
(31)

The selection of memory depths and polynomial orders is determined by the targeted NMSE level, it will be explained further in chapter 5. As stated previously, the 2\(^{nd}\) input is important to model the output. However, the 2\(^{nd}\) input depends on the output, due to mismatch contributions. To address that, the authors in \([18]\), the author presented prediction structure for the output by considering the direct input and the S-matrix only. In our case, the \( a_{2k} \) is given and there are no mismatch effects, it will be explained later.
PA Linearization

The nonlinear behavior of PA causes spectrum regrowth to the amplified RF signal (out-band distortion). Furthermore, it causes in-band distortion which increases BER and EVM. With these distortions, 3GPP requirements will be mostly violated for the sub-6 GHz radios. Hence, it is crucial to linearize the output of the PA to reduce these two kinds of distortions.

There are many existing solutions to achieve the PA linearization. Among various linearization techniques, the most popular solution is the Digital Predistortion (DPD). In this chapter, different linearization techniques of PA are presented. Then, the DPD methods that based on closed and open loop are discussed.

4.1 Linearization Techniques

The linearization of PAs becomes a necessity to guarantee that the transmitted signal does not interfere harmfully with the adjacent channels that belong to other users or systems. To address the nonlinearity issue, the power amplifier can be backed off to operate within its linear region. However, backing off the transmitted power reduces the efficiency of PAs. As a result, linearization is an efficient method to improve the PA efficiency without compromising the 3GPP regulations.

There are numerous linearization techniques that differ in complexity, advantages, and limitations. Choosing the linearization technique depends on the application of the communication system itself. For instance, a high complex linearization method is used in base stations, while a low complex technique is suitable for handsets. Those techniques can be categorized into three groups: feedback, feedforward and digital pre-distortion (DPD).

4.1.1 Feedback Method

This technique is the simplest way to linearize PAs [19], which is defined as analogue post distortion. The principal idea of this method is to force the output to follow the input of the PA. Mainly, two types of feedback can be used: RF and modulation feedback, which is divided into two: polar and Cartesian feedback. In RF feedback, the RF signals are compared without modulation, whereas in modulation feedback the input and output modulation components (I and Q) are compared. Feedback method can be exploited at RF, IF or baseband frequencies. Figure 15 shows the feedback linearization method. The controller takes a portion of the output signal from the PA. This portion is the feedback and subtracted from the PA input signal to optimize the output to be a linear version of the input signal.

![Feedback linearization method](image)

**Figure 15:** Feedback linearization method contains a feedback controller and a summing circuit to optimize the output

4.1.2 Feedforward Method

The idea behind this method, is to extract RF PA output distortion, amplify it and add it to the PA output in the opposite phase to cancel the distortion [19]. This method has a low power efficiency due to a high-power requirement of the error amplifier (class A) which needs to be a linear, and there is
power loss due to the couplers. Furthermore, it has an advantage of reducing the distortion over a wide bandwidth.

4.2 DPD Linearization Technique

The idea behind this technique is to pre-process an input signal before introducing it to the PA in such a way that it compensates the nonlinearities [13]. Figure 16 illustrates the basic idea behind this method, where the pre-distorter has an inverse input-output nonlinear characteristic (i.e., nonlinear behavior). Then, the output signal is a linearized and amplified version of the RF input signal [20]. By doing this the PA nonlinearity can be compensated, as shown in Figure 16.

Figure 16: Predistortion method, where a pre-distorter with an inverse characteristic of PA is added to compensate for the PA non-linearity

Different methods are used to identify the parameters of the DPD, such as the Direct Learning Architecture (DLA), Indirect Learning Architecture (ILA), and the Iterative Learning Control (ILC).

4.2.1 Direct Learning Architecture (DLA)

In this method, the pre-distorter parameters can be estimated with respect to error level. Error is defined as the mean squared distance between the original input signal and the scaled output of the PA, as shown in Figure 17. The PA output is scaled by \((G^{-1})\), where \(G\) is average or max gain, it will be explained further in Chapter 5. Various DLA algorithms can be used, and they provide unbiased parameter estimation but most of them are complex and have a slow convergence [20].

Figure 17: Block diagram illustrates the Direct Learning Architecture (DLA) algorithm

4.2.2 Iterative Learning Control (ILC)

ILC is a control theory technique [29] that is used to enhance the tracking of a system that operates iteratively over a fixed interval of time. Therefore, ILC is a technique that can be used to invert the dynamics of linear and nonlinear dynamical systems.

Figure 18 (a), illustrates the basic idea of this technique.
Figure 18: Iterative Learning Control (ILC) implementation algorithm: (a) ILC scheme (b) ILC-DPD scheme

The output from PA, \( b(n) \), is desired to be as close as possible to the desired output \( d(n) \) i.e., linearized version of \( a(n) \) that is scaled with \( G \). Therefore, the idea is to find the optimal input \( a(n) \) that gives an output close to the desired one. This technique is executed iteratively until finding the optimal input \([20]\), as shown for the \( k^{th} \) iteration,

\[
 a_{k+1} = a_k + \Delta e_k
\]

where \( \Delta \) is the learning matrix and \( e_k \) is the error between actual and desired output. ILC differs from other adaptive control methods as other techniques mostly modify either the controller or the parameters of this controller while ILC deals only with the input signal \([29]\). The main aim from the ILC scheme is to find the optimal input \( a'(n) \) that minimizes the error, \( e_k(n) \), between the desired output, \( d(n) \), and actual output of the PA, \( b(n) \).

Above ILC scheme can identify the optimal input signal, \( a'(n) \), that linearizes the PA, but it does not provide a pre-distorter model. To address this issue, an ILC-DPD is proposed in \([29]\). The block diagram of ILC-DPD is shown in Figure 18 (b). ILC-DPD first uses an ILC scheme to find the optimal input signal, \( a'(n) \). Then, the parameters of the pre-distorter model are estimated using \( a'(n) \) as an input and \( d(n) \) as an output.

4.2.3 Indirect Learning Architecture (ILA)

In this thesis, Indirect Learning Architecture (ILA), as shown in Figure 19, is used. It is based on the inverse of PA nonlinear modeling approach. ILA is a closed-loop iterative process that includes two main blocks: pre-distorter and post-distorter. The post-distorter block aims to estimate the model coefficients of PA that minimize the error, e.g., increase the ACLR. The coefficients of the post-distorter are determined using the output of the PA as the input, and the input to PA as the output. The extraction approach that was illustrated in section 3.6 is used here to find the coefficients of the post-distorter (i.e, Least Square (LS)). Then, these coefficients are used in pre-distorter block, i.e., DPD block. ILA simplifies the identification process of pre-distorter from a nonlinear optimization problem to an iterated linear optimization problem \([22]\). However, this method provides a limited performance when the PA nonlinearity is strong \([23]\). The estimated inverse of PA model is then placed just before the PA. ILA assumes that both forward (PA) and inverse (DPD) models have the same structure of bases functions, i.e., \( H(.) \).

First step is modeling the PA by estimating model coefficients, \( \theta_{Amp} \), using the LS method. By implementing this process iteratively, a final version of the pre-distorter with coefficients \( \theta_{DPD} \) is determined. The flowchart, as shown in Figure 20, describes the algorithm of DPD that uses the ILA method to linearize PA.
To implement DPD algorithm, firstly, the input signal, \(a(n)\), is introduced to the PA without any pre-distortion. The output signal from PA is then captured.

To determine the PA inverse function, the output signal, \(b(n)\), is normalized to be used as an input to the post-distorter, while the input, \(a_{pre}(n)\), is used as an output. By utilizing least square solution, the coefficients of inverse model, \(\theta_{BPD}\), can be found, by using (33). In the next iteration, the input signal, \(a(n)\), is then introduced to the pre-distorter block with exact coefficient of previous iteration. A pre-distorted signal, \(a_{pre}(n)\), which represents the output from the pre-distorter block, is now treated as the input of the PA. This process is continued iteratively till it converges.

\[
\theta_{BPD} = \left( H \frac{b(n)}{Gain} \right)^+ a_{pre}
\]  

(33)
As an example, PA measurements for single branch that suffer from nonlinear distortion are linearized using the above algorithm. The input signal is modulated with carrier frequency of 1.9 GHz and it has a bandwidth of 400 MHz. Due to PA nonlinearity, the output signal suffers from spectrum regrowth with respect to the input spectrum, as shown in Figure 21. The PA model coefficients, $\theta_{\text{MP}}$, are extracted using the SISO MP modelling approach, which is illustrated in section 3.6.

After applying ILA DPD algorithm, the Pre-distorter block coefficients, $\theta_{\text{DPD}}$, is defined in an iterative process as explained above. Figure 21 illustrates the spectrum of input signal, measured output (i.e., output without DPD) signal and linearized output signal. It can be seen that the DPD compensates for the nonlinearity and reduces the spectral regrowth. The nonlinear behavior of a PA is commonly

![Flow Chart of DPD Using ILA Algorithm](image-url)
shown via AM-AM (Amplitude/Amplitude) and AM-PM (Amplitude/Phase) conversions, [20]. They consist of the variations of the input amplitude into of the output amplitude and phase, respectively.

Figure 21: Input and output before and after DPD implementation

Figure 22: AM-AM and AM-PM curves illustrate pre-distorted, output and linearized signals

Figure 22 shows AM/AM and AM/PM curves for measured output, pre-distorted and linearized output signals. The pre-distorter has an inverse behavior of PA in terms of amplitude and phase, hence, the final output from the PA is linearized version of the input.
5

Implementation

To simulate all theoretical aspects which were described in previous chapters, the work in this project is divided into three main consecutive steps; PA modeling, DPD implementation and coupling influence investigation.

5.1 Source signal and Simulation Setup

The input signal is an OFDM signal at a carrier frequency of 3.6 GHz, with a sampling frequency of 1.8 GHz and a bandwidth of 400 MHz.

The response of the designed PA (22 nm FD-SOI CMOS) is simulated using Cadence simulator, as it can be seen in the simulation setup in Figure 23. In this setup, two radio transmitter branches are used with two different source signals. The first branch has a PA that suffers from the nonlinear behavior and represents the device under test (DUT), while the second branch has a PA with an ideal linear behavior. Using this setup (two port setup), three signals are available:

- The known input baseband signal, \( a_1 \), which is inserted to the first PA. The ACLR of input signal, \( a_1 \), is -62 dBc.
- The coupled input from the 2\(^{nd} \) branch, \( a_2 \), which represents the crosstalk.
- The output, \( b_2 \), from the first amplifier that has an ACLR of -30 dBc.

The impedance between the PA and the antenna is assumed to be fully matched. Hence, there is no mismatch effect. And there is -1 dB loss between PA and the antenna of each branch. After applying the signals \( a_1 \) and \( a_2 \), the output from the first PA, \( b_2 \) is then registered.

Figure 23: Simulation set-up for model extraction
5.2 Dual-Input PA Model Extraction

To extract the dual-input PA model, (26) is used. In the modeling, first input, \( a_1 \), second input, \( a_2 \), and the output, \( b_2 \), signals are given. These signals are divided into two sets of samples, identification and verification sets. This is done to make sure the modeling using identification set is still valid for the verification set.

To model the PA, a proper selection for memory depths and nonlinear orders is made. To determine the model coefficients \( \theta_{\text{AMP}} \), the LS method (29) is used. After estimating \( \theta_{\text{AMP}} \), (26) is used to get the modeled output, \( \tilde{b}_2 \).

In the end, \( b_2 \) and \( \tilde{b}_2 \) signals should be close. To quantify how they are close, NMSE that measures the model accuracy is used, as illustrated in (31). The NSME threshold is set to be -30 dB. When this condition satisfied, the NMSE of identification set, \( \text{NMSE}_i \), should be close to the NMSE of verification set, \( \text{NMSE}_v \), i.e., \( \text{NMSE}_i \approx \text{NMSE}_v \), due to overfitting issue. It is possible to have sub dB difference, otherwise different memory depths and nonlinear orders are selected, as shown in the flowchart in Figure 24.

![Flowchart of Dual-Input PA Model Extraction](image)

Figure 24: Flowchart of Dual-Input PA Model Extraction
By simulating the above flowchart in MATLAB, the model parameters are defined as:

- Non-linearity order: \( P_1 = 7, P_2 = P_3 = 5 \).
- Memory depth: \( M_1 = 3, M_2 = 1, M_4 = M_5 = M_6 = 0 \).

The resulting NMSE value was around -30 dB.

### 5.3 Coupling Model

The main goal of this thesis is to relax the isolation level by considering 3GPP requirements, i.e., ACLR = -45 dBc of the amplified signal. To study that, it required to change the coupling level for crosstalk signal, to find the maximum coupling level that corresponds to minimum isolation level. Hence, modeling the coupling is important. One way to change the coupling is by scaling \( a_2 \). But we must be careful here as scaling \( a_2 \) linearly implies an assumption that the model coefficients will remain same for all values of \( a_2 \) which might not be the case in general. The reason is that the \( a_2 \) is a nonlinear dependent. Another way to change the coupling is by changing the model coefficients, \( \theta_{\text{AMP}} \).

To do so, the model coefficients, \( \theta_{\text{AMP}} \), can be rewritten in terms of \( a_k, \beta_k, y_k \), and \( \delta_k \) vectors [17], at \( k^{th} \) branch, as shown below,

\[
\theta_{\text{AMP}} = \begin{bmatrix} \alpha_k^T \beta_k^T y_k^T \delta_k^T \end{bmatrix}^T
\]

(34)

Hence, the modeled output signal is redefined as

\[
b_{2k} = H(a_{1k}, a_{2k}) \begin{bmatrix} \alpha_k^T \beta_k^T y_k^T \delta_k^T \end{bmatrix}^T
\]

(35)

To see the impact of changing the coupling level on the modeled output of PA, \( b_{2k} \), the model coefficients that corresponds to the \( a_2 \), i.e., \( \beta_k, y_k \), and \( \delta_k \), are scaled linearly based on coupling level, i.e., multiplying with \( C_{\text{linear}} \), as defined below.

\[
C_{\text{linear}} = 10^{(G_{ib}/20)}
\]

(35)

### 5.4 Linearization Gain

One important parameter in linearization algorithm is the linearization gain. This gain, \( G \), is the targeted linear gain for our ILA DPD algorithm. Generally, there are three different types of linearization gain in the literature [24]:

- The linear gain, \( G_{\text{lin}} \), is selected when the PA operates in linear region, before the 1dB compression point.

\[
G_{\text{lin}} = \max_{a_1 \in \text{linear region}}(b_{21}) \quad \max_{a_1 \in \text{linear region}}(a_{11})
\]

(36)

- The peak gain, \( G_{\text{peak}} \), is selected when the PA is at maximum power level in both linear and nonlinear regions.

\[
G_{\text{peak}} = \max(b_{22}) / \max(a_{11})
\]

(37)

- Average gain, \( G_{\text{avg}} \), [24] is calculated so the average power of the output of the pre-distorter is maintained.
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\[ G_{\text{avg}} = \frac{\text{var}(b_2)}{\text{var}(a_1)} \]  \hspace{1cm} (38)

In this thesis, the linear gain, \( G_{\text{lin}} \), is used, because DPD performance is better and it converge faster. However, this gain reduces the PA efficiency, by reducing the linearized output power compared to measured one.

5.5 ILA-based MIMO DPD Implementation

For a given input signal, \( a_1 \), output signal, \( b_2 \), and the coupling signal, \( a_2 \), ILA-based MIMO DPD, Figure 25, is implemented to linearize the output, \( b_2 \). Firstly, the PA is modeled using dual-input MP model, as illustrated earlier in section 5.2. The model parameters of the PA and DPD are assumed to be identical. Then, by scaling the model coefficients, section 5.3, the coupling level is set as an input. The steps for implementing ILA-based MIMO DPD for the dual-input PA model, are summarized as:

- **Step 1)** Estimate PA model coefficients, \( \theta_{\text{AMP}} \), and set parameters (\( M_1, \ldots, M_n \) and \( P_1, \ldots, P_k \)).
- **Step 2)** Set the desired coupling level by scaling the \( \beta^T, \gamma^T, \) and \( \delta^T \), as stated previously.
- **Step 3)** Set \( \theta_{\text{DPD}} = [1, 0, \ldots, 0]^T \).
- **Step 4)** calculate \( a_{\text{pre}} \) as
  \[ a_{\text{pre}} = H(a_1, a_2)\theta_{\text{DPD}} \]
- **Step 5)** Calculating the PA output based on PA model coefficients, as
  \[ b_2 = H(a_{\text{pre}}, a_2)\theta_{\text{AMP}} \]
- **Step 6)** Normalizing the modeled output, \( \tilde{b}_2 \), by the \( G_{\text{lin}} \), as
  \[ \tilde{b}_2 = \frac{b_2}{G_{\text{lin}}} \]
- **Step 7)** Calculate the out-band distortion ACLR for \( \tilde{b}_2 \).
- **Step 8)** If converged, then STOP, else go to step 9.
- **Step 9)** Estimating the post-distorter coefficients, \( \tilde{\theta}_{\text{DPD}} \), as
  \[ \tilde{\theta}_{\text{DPD}} = H(\tilde{b}_2, a_2)^+ a_{\text{pre}} \]
- **Step 10)** Set the pre-distorter coefficients, \( \tilde{\theta}_{\text{DPD}} \), to be equal to post-distorter coefficients, \( \theta_{\text{DPD}} \), as
  \[ \theta_{\text{DPD}} = \tilde{\theta}_{\text{DPD}} \]
- **Step 11)** Go to step 4.
These steps are conducted in MATLAB. The convergence is defined based on the ACLR level, which is set as -45 dBc. But it will not converge if it took more than 5 iterations. The obtained results after simulating these algorithms are presented in the next chapter, where a comparison between MIMO and SISO DPD performance over different levels of coupling will be presented. This comparison will be handled in terms of out and in-band distortions. Furthermore, the performance will also be simulated over different nonlinear orders and memory depths.
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Results

In this chapter, simulation results are presented for two cases. In first case, there is no crosstalk signal (i.e., no coupling). In second case, there is a coupling of -10 dB. In both cases, SISO and MIMO DPD performance are compared in terms of ACLR, AM/AM, AM/PM, and the power spectrum. Then, SISO and MIMO DPD are applied for different coupling levels, and the resulted ACLR is plotted with respect to different coupling levels. Finally, both model parameters and coupling level are changed to observe the ACLR and set the limits of complexity of MIMO DPD. The complexity is defined in terms of the minimum number of coefficients. These coefficients are selected with respect to 3GPP requirements of -45 dBc ACLR. Additional margin of 5 dBc is added due to the noise from analogue hardware components, hence the targeted ACLR for our system is -50 dBc.

6.1.1 Results without coupling

When no coupling is present between the two antennas, then the SISO DPD and MIMO DPD have the same performance, therefore all the three spectrums (Input, SISO and MIMO DPD outputs) are overlapped on top of each other, as in Figure 26. All the signals are normalized to easily be compared with the input signal. Measured output represents the PA output without DPD.

![Figure 26: Input and Output spectrum without coupling](image)

Again, when no coupling is introduced, MIMO and SISO DPD have the same performance as appears in AM/AM Figure 27 and Figure 28, AM/PM Figure 29 and Figure 30.
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Figure 27: AM/AM MIMO without coupling

Figure 28: AM/AM SISO without coupling
In case of no coupling, both SISO and MIMO DPD have similar performance. The reason is that the contributions from the coupling input is almost none. Hence, it is not required to use MIMO DPD.
in this case. However, with MIMO systems, the coupling is always existing. For this reason, the coupling is important to be considered, as explained next.

6.1.2 Results with coupling

In this case, the crosstalk signal is introduced to the PA with coupling level of -10 dB. Hence, the nonlinear distortion behavior is changed. To model the impact of this coupling on the PA behavior, the model coefficients that corresponds to the crosstalk signal, i.e., \( \beta_k, \gamma_k, \) and \( \delta_k \), are scaled linearly based on coupling level, as explained in section 5.3. After using DPD to linearize PA performance, the MIMO DPD has a better performance than SISO DPD, as shown in Figure 31. MIMO DPD almost compensates for all nonlinear distortions; hence, the output is a linear amplified version of its input. Meanwhile, SISO DPD can’t compensate for coupling signal.

![Figure 31: Input and Output spectrum with coupling](image-url)

In high coupling level, SISO DPD presents higher distortion in the linearized output which appears as a yellow cloud in Figure 32, while MIMO DPD gives a linearized output that appears as a yellow sharp line in Figure 33.
The same conclusion can be generalized for the AM-PM in Figure 34 and Figure 35.
A relationship between the coupling and the ACLR, is illustrated in Figure 36. It can be seen that, to achieve the targeted ACLR requirements, i.e., -50 dB ACLR, the isolation can be relaxed to make the coupling level of -11 dB.
In-band distortion is more sensitive to changes in coupling than the out-of-band distortion. However, MIMO DPD is more stable than the SISO DPD as it can be seen from Figure 37.

Another study is made by changing the PA model in terms of memory depth and non-linear order, with changing of coupling level as in Figure 38. It has been seen the model accuracy (NMSE) is better when increasing the memory depth and nonlinearity order but the enhancement for ACLR is increased by sub dB, so it is sufficient to choose nonlinear order 5.
Figure 38: Coupling vs. ACLR vs. Memory Depth and Nonlinear Order

- $M_1 = 0,1,3$ and $P_1 = 5,7,9$
- $M_1 = 0,1,3$ and $P_1 = 3$
Conclusion and Future Work

7.1 Conclusion

This project report presented challenging issues in modern radio communication systems related to nonlinearities of PAs, which is introduced by PA itself and crosstalk from other branches. It also illustrates how these effects can be modelled using Dual-input Memory Polynomial after suitable selection for memory depths and nonlinear orders. These selections are done with respect to NMSE level. After modeling the PA and estimating the model coefficients, the PA behavioral model is pre-inversed using pre-distorter before PA. A digital pre-distortion method using the ILA is used to estimate the pre-distorter coefficients in iterative closed-loop way.

In case of full isolation, SISO DPD and MIMO DPD give similar performance in terms of ACLR (out-of-band distortion) and NMSE (in-band distortion). When there is coupling level of -10 MIMO DPD has better performance than SISO DPD, because it compensates for 2nd crosstalk coupling signal. By changing the coupling level, the ACLR after using MIMO DPD has lower level than the one after using SISO DPD, as well as the NMSE level for MIMO DPD is better. In case of higher complex model, when the nonlinear order is higher than 5, there is no improvement in the DPD performance in terms of ACLR. It can be concluded that by using the proposed linearization method, the isolation level can be relaxed by at least a 11 dB while preserving the targeted ACLR level of -50 dB with nonlinear order 5.

7.2 Future Work

After investigating the proposed DPD considering only two branches, the ongoing process is to simulate the whole AAS system, Figure 39, (128×128 dual polarized antenna array) considering coupling and mismatch effects from different adjacent branches and for different polarization (vertical and horizontal). The proposed method for multiple branches which was illustrated in section 3.4 can be applied.

![Figure 39: 128×128 Dual Polarized Antenna Array](image)

Furthermore, after succeeding in implementing the DPD using ILA technique, a step forward to implement the Iterative Learning Control (ILC) may be also considered to achieve better performance even with the stronger PA non-linearity.
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Appendices

9.1 Notations in this report

In this thesis, the incidence wave to the PA is represented by $a_1$, while the coupling input is represented by $a_2$, which is the back-coming incident voltage wave due to coupling and mismatch, and $b_2$ is the scattered voltage wave (the output) from the PA, Figure 40.

Figure 40: N×N MIMO transmitter [17]
9.2 Circulators and Isolators

A circulator, Figure 41 and Figure 42 (a), is a three port microwave device that can be lossless and matched at all ports. The scattering matrix of an ideal three-port circulator can be written as:

\[
[S] = \begin{bmatrix}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{bmatrix}
\]

This means that the power can follow from port one to port two, from port two to port three and from port three to port three but no power flows in the reverse directions [12].

In Figure 41 and Figure 42 (b), port 1 is terminated to make sure that any reflected signal in port 2 will totally be absorbed by the resistor in the third port and nothing of this reflected wave will pass through port 1 again. The isolator is then used to isolate the device under test from any type of unwanted reflection that may affect its performance.

Figure 41: Circulator and Isolator block diagram

Figure 42: Physical devices (a): Circulator, (b): Isolator.