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Sum rules and physical bounds on passive systems

1. Identify a linear and passive system.

2. Construct a Herglotz (or similarly a positive
real) function h(z) that models the
parameter of interest.

3. Investigate the asymptotic expansions of
h(z) as z→̂0 and z→̂∞.

4. Use integral identities for Herglotz functions
to relate the dynamic properties to the
asymptotic expansions.

5. Bound the integral.
Examples: Matching networks [2, 3], Radar absorbers [13], Antennas [8, 9, 5],
Scattering [16, 1], High-impedance surfaces [7], Metamaterials [6],Extraordinary
transmission [4],Periodic structures [11]
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Integral identities for Herglotz functions

Herglotz functions with the symmetry h(z) = −h∗(−z∗) (real-valued
in the time domain) have asymptotic expansions (N0 ≥ 0 and
N∞ ≥ 0)
h(z) =

N0∑
n=0

a2n−1z
2n−1 + o(z2N0−1) as z→̂0

h(z) =

N∞∑
n=0

b1−2nz
1−2n + o(z1−2N∞) as z→̂∞

Re

Im

θ

z

where →̂ denotes limits in the Stoltz domain 0 < θ ≤ arg(z) ≤ π − θ.
They satisfy the identities (1−N∞ ≤ n ≤ N0)

lim
ε→0+

lim
y→0+

2

π

∫ 1
ε

ε

Imh(x+ iy)

x2n
dx = a2n−1−b2n−1 =


−b2n−1 n < 0

a−1 − b−1 n = 0

a1 − b1 n = 1

a2n−1 n > 1

Bernland, Luger, Gustafsson, Sum rules and constraints on passive systems, J. Phys. A: Math. Theor., 2011.
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Special cases

In the applications to follow, we will only use the following sum
rules. For Herglotz functions with the asymptotics{

h(z) = a−1z
−1 + a1z + o(z) as z→̂0

h(z) = b1z + b−1z
−1 + o(z−1) as z→̂∞

the following sum rules apply:

2

π

∫ ∞
0

Imh(x) dx = a−1 − b−1

2

π

∫ ∞
0

Imh(x)

x2
dx = a1 − b1

where the integrals are understood as the limits on the previous
slide. Often, the variable x is identified as (angular) frequency ω.
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Change of variables

With x = ω = 2πc/λ, the second integral can be transformed into

2

π

∫ ∞
0

Imh(ω)

ω2
dω =

2

π

∫ 0

λ=∞

[
Imh

(
2πc

λ

)](
λ

2πc

)2

d

(
2πc

λ

)
=

1

π2c

∫ ∞
λ=0

Imhλ(λ) dλ

where hλ(λ) = h(2πc/λ) = h(ω). We often abuse notation and
write only h(λ). This implies the sum rules

2

π

∫ ∞
0

Imh(ω) dω = a−1 − b−1

1

π2c

∫ ∞
0

Imh(λ) dλ = a1 − b1

These are purely mathematical identities, which can be given
physical interpretation.
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Physical bounds

Given that Imh ≥ 0, we can estimate the integrals as∫ ∞
0

Imh(λ) dλ ≥
∫ λ2

λ1

Imh(λ) dλ ≥ (λ2 − λ1) min
λ∈[λ1,λ2]

Imh(λ)

This implies

(λ2 − λ1) min
λ∈[λ1,λ2]

Imh(λ) ≤ π2c(a1 − b1)

With the interpretations
I λ2 − λ1 = bandwidth
I min

λ∈[λ1,λ2]
Imh(λ) = performance level

we see that a physical interpretation of the sum rule is that

the product of bandwidth and performance level is bounded
from above by low- and high-frequency asymptotics

Further interpretation is possible when h and the application are
specified.

8 / 74



Different time conventions

In applications there is often a legacy of previous work to relate to.
Therefore, we need to be able to handle analytic mappings in at
least three complex half planes, and transform the results between
them.

I Upper half plane to itself (passive systems with time
convention e−iωt, Herglotz functions h(ω)).

I Right half plane to itself (passive systems with time
convention est, positive real functions p(s)).

I Lower half plane to itself (passive systems with time
convention ejωt, (do they have a name?) functions g(ω)).

h(ω) = jp(jω∗)∗ ⇔ p(s) = jh(js∗)∗

g(ω) = −jp(jω) ⇔ p(s) = jg(−js)

g(ω) = h(ω∗)∗ ⇔ h(ω) = g(ω∗)∗
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Composition of Herglotz (positive real) functions

A useful property of Herglotz/PR functions is that they can be
composed to find new Herglotz/PR functions. For instance, with
p1(s) and p2(s) being positive real functions, the following
combinations are also positive real:

p2(p1(s))
√
p1(s)p2(s)

√
p1(s)/p2(s))

1/p1(s) p1(1/s) p1(s) + p2(s)

A typical case can be an investigation of negative refractive index,
n(s) ≈ −1. The positive real function

p(s) = s(n(s) + 1)

is then close to zero when n(s) ≈ −1. The function

2

π
arctan

(
∆

p(s)

)
can be shown to have a real part close to unity when |p(s)| < ∆.
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Computation of polarizability

Ω

ǫ(x), µ(x)

ǫ0, µ0

n̂

p = ε0γe ·E0 =

∫
R3\Ω

(ε− ε0) ·E dV +

∮
∂Ω
rn̂ ·D dS

m = µ−1
0 γm ·B0 =

∫
R3\Ω

(µ−1
0 − µ−1) ·B dV +

1

2

∮
∂Ω
r × (n̂×H) dS
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Two ways of solving the electrostatic equations

The electrostatic problem can be solved using two different
potentials:

∇×E = 0 ⇒ E = E0 −∇ϕ
∇ ·D = 0 ⇒ D = D0 +∇× F

This provides two different expressions for the energy:

J(ϕ,E0) =

∫ [
(E0 −∇ϕ) · ε(r) · (E0 −∇ϕ)− ε0|E0|2

]
dV

K(F ,D0) =

∫ [
(D0 +∇× F ) · ε(r)−1 · (D0 +∇× F )− ε−1

0 |D0|2
]

dV

It can be shown [14] that for all test functions ϕ and F (they do
not need to solve the electrostatic equations), we have

ε0E0 · γe ·E0 ≤ J(ϕ,E0), −ε−1
0 D0 · γe ·D0 ≤ K(F ,D0)

There exist unique minimizing potentials ϕ0 and F 0, which are the
solutions to the electrostatic equations.

If we can guess solutions ϕ and F , we can bound γe!
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Example: the Wiener bounds

Introduce the relative permittivity matrix as εr(r) = ε(r)/ε0. The
simplest guess is ϕ = 0 and F = 0. We then have

J(0,E0) = ε0E0 ·
∫

(εr(r)− I) dV ·E0

K(0,D0) = −ε−1
0 D0 ·

∫
(I− εr(r)−1) dV ·D0

Setting D0 = ε0E0, this implies (known as the Wiener bounds in
homogenization theory)∫

(I− εr(r)−1) dV ≤ γe ≤
∫

(εr(r)− I) dV

where the inequalities are interpreted in terms of quadratic forms,
that is, γe ≥ 0 means E0 · γe ·E0 ≥ 0 for all E0.
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Slightly more advanced: with PEC inclusions

Let Ω be a PEC region. The set of admissible potentials Aϕ must
then be restricted as follows:

J(ϕ,E0) =

∫
R3

[
(E0 −∇ϕ) · ε(r) · (E0 −∇ϕ)− ε0|E0|2

]
dV

Aϕ =

{
ϕ ∈ H1(R3 \ Ω)

∣∣∣∣∣ E0 −∇ϕ = 0 r ∈ Ω

n̂× (E0 −∇ϕ) = 0 r ∈ ∂Ω

}

and the polarizability is the minimum

ε0E0 · γe ·E0 = min
ϕ∈Aϕ

J(ϕ,E0)

Similar reasoning applies to the dual functional K(F ,D0), but we
mostly use the functional J since it corresponds to an upper bound.
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Variational result for permittivity

Consider two objects with different material properties:

ε1(r) ε2(r)

Assuming that ε2(r) ≥ ε1(r) everywhere, we have

J2(ϕ,E0)−J1(ϕ,E0) =

∫
R3

(E0−∇ϕ)·(ε2(r)−ε1(r))·(E0−∇ϕ) dV

which is nonnegative for all ϕ and E0. Choosing ϕ = ϕ2, where
ϕ2 minimizes J2, this means

ε0E0 · (γe2 − γe1) ·E0 ≥ J2(ϕ2,E0)− J1(ϕ2,E0) ≥ 0

This is summarized as the variational result

If the permittivity is increased, the polarizability
can not decrease.
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High-contrast polarizability

We often want to estimate the polarizability of any structure
contained in a certain region Ω.

ε(r)
Ω

ε→∞
Ω′

The region Ω′ contains Ω, and they can coincide. The variational
principle provides the upper bound

γe ≤ γ∞
Example: the polarizability of a metal sphere with radius a is
γ∞ = 4πa3. Any structure contained in a sphere with radius a
then has γe ≤ 4πa3.
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Sum rules in scattering theory

Scattering theory is a nice application for sum rules. We will
discuss scattering in 3, 2, and 1 spatial dimensions, and show that
in each of them the following sum rule applies:∫ ∞

0
σext(λ) dλ = π2γ

where the extinction cross section σext is the sum of the absorption
and scattering cross sections, and γ is the sum of the electric and
magnetic static polarizabilities of the scatterer.

This means the total electromagnetic interaction,
summed over all wavelengths, is determined by a prop-
erty that can be computed from a static problem.
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Scattering in 3D

A plane wave Ei(r) = E0e−jk·r, H i(r) = 1
η0
k̂ ×Ei(r), impinges

on a scattering object enclosed by a surface S.

5G
80%

15:30
Tuesday
August 19, 2015

Lund 18◦C

n̂

S

Ei

Es

Scattered power: P s =
1

2
Re

∮
S
n̂ · (Es ×Hs∗) dS

Absorbed power: P a = −1

2
Re

∮
S
n̂ · (E ×H∗) dS
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Extinct power

The extinct power is the sum of scattered and absorbed power:

P ext = P s + P a =
1

2
Re

∫
S
n̂ · (Es ×Hs∗ −E ×H∗) dS

=
1

2
Re

∫
S
n̂ · (Es ×Hs∗ − (Ei +Es)× (H i +Hs)∗) dS

= −1

2
Re

∫
S
n̂ · (Ei ×Hs∗ −Es ×H i∗) dS

Here, we used 1
2 Re

∫
S n̂ · (Ei ×H i∗) dS = 0. When the incident

field is a plane wave, this becomes (Es ∼ F e−jkr/r, r →∞)

P ext =
1

2
Re

{
E∗0 ·

∫
S

[
n̂×Hs +

1

η0
k̂ × (n̂×Es)

]
ejk·r dS

}
=

1

2
Re

{
− 4π

jkη0
E∗0 ·

jk

4π
k̂ ×

∫
S

[
k̂ × (n̂× η0H

s) +Es × n̂
]

ejk·r dS

}
=

1

2
Re

{
− 4π

jkη0
E∗0 · F (k̂)

}
where F (k̂) is the far field amplitude in the forward direction.
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Optical theorem in 3D

With the incident power flux Si = |E0|2
2η0

we obtain the extinction
cross section

σext =
P ext

Si
= Re

{
−4π

jk

E∗0 · F (k̂)

|E0|2

}

This is remarkable since the (extinct) power, a quadratic quantity,
depends linearly on the scattered field through F (k̂). The forward
scattering far field is analytic in a half plane due to causality.

Our prototype Herglotz function is then (switching to time
convention e−iωt)

h3D(k) =
4π

k

E∗0 · F (k; k̂)

|E0|2

where Imh = σext ≥ 0.
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Scattering in 2D

The baseline geometry is translational invariant along z:

n̂

S
Ei

Es

x

y

z

But it can also be a geometry periodic in z, for instance realized
between two parallel plates:
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Optical theorem in 2D

In a two-dimensional geometry we only need to change the

definition of the far field amplitude (Es ∼ f
√

2
πjkρe−jkρ, ρ→∞)

P ext =
1

2
Re

{
E∗0 ·

∫
S

[
n̂×Hs +

1

η0
k̂ × (n̂×Es)

]
ejk·r dS

}
=

1

2
Re

{
− 4b

η0jk
E∗

0 ·
jk

4b
k̂ ×

∫ b

0

∮
C

[
k̂ × (n̂× η0Hs) +Es × n̂

]
ejk·r d` dz

}

=
1

2
Re

{
− 4b

η0jk
E∗0 · f(k̂)

}
The extinction cross section is then (with incident power flux

Si = |E0|2
2η0

)

σext
2D =

P ext

Si
= Re

{
−4b

jk

E∗0 · f(k̂)

|E0|2

}
h2D(k) =

4b

k

E∗0 · f(k̂)

|E0|2
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Scattering in 1D

The baseline geometry is translational invariant along x and y:

Ei

Er
Et

d

z

x

y

But it can also be a geometry periodic in x and y:

x y

z

E
E(i)
(r)

E(t)

d

ax

ay

µ
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Optical theorem in 1D

The different powers are (where T is the transmission coefficient
for the fundamental mode, P t

1 is the transmitted power in
remaining modes, and P r is the total reflected power)

Incident power: P i = ASi = A|E0|2/(2η0)

Scattered power: P s = P r + |1− T |2P i + P t
1

Absorbed power: P a = P i − P r − |T |2P i − P t

The extinct power is

P ext = P s +P a = P r + |1−T |2P i +P t
1 +P i−P r−|T |2P i−P t

1

= (1− 2 ReT + |T |2)P i + P i − |T |2P i = 2 Re{1− T}P i

The extinction cross section per unit cell with area A is then

σext
1D =

P ext

Si
= 2 Re{1− T}A h1D(k) = 2i(1− T (k))A
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Low frequency asymptotics

In the low frequency limit, the forward scattering amplitudes are

hnD(k) = kγ + o(k), n = 1, 2, 3

where γ is the sum of the (static) electric and magnetic
polarizabilities

γ =
E∗0 · γe ·E0

|E0|2
+
H∗0 · γm ·H0

|H0|2

defined by solving the static Maxwell’s equations and relating the
incident field to the induced dipole moments:

p = ε0γe ·E0, m = γm ·H0

Note: this excludes cases where a net current flows through the
structures in the low frequency limit, that is, we only consider
disconnected conducting regions.
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High frequency asympotics

In the high frequency limit the forward scattering is expected to be
proportional to the projected area of the scatterer, implying

hnD(k) = O(1), k →∞

where n = 1, 2, 3.
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Sum rules for extinction cross section

With the asymptotics

hnD(k) = kγ + o(k) k → 0

hnD(k) = O(1) k →∞

we have the sum rule (where σext = Im(hnD))∫ ∞
0

σext(λ; k̂,E0) dλ = π2γ

for all dimensions n = 1, 2, 3. This implies the physical bound

(λ2 − λ1)σext
min ≤ π2γ ≤ π2γ∞

where γ∞ is the high-contrast polarizability for any shape
containing the scatterer.
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Experimental results 3D [17]
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Experimental results parallel plate [18]

Estimates of γe Left (2D) Right (1D)

1
π2

∫ λ2
λ1
σext(λ) dλ / cm3 2.75 0.111 (0.208)

γe from capacitor / cm3 3.65 0.196
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Identification of antenna parameters

The scattering sum rule∫ ∞
0

σext(λ) dλ = π2γ

can be put in terms of antenna parameters after observing [8]

σext ≥ σa = (1− |Γ |2)σa
0 =

1

4π
(1− |Γ |2)λ2D(λ)

Here, we used reciprocity to relate the absorption cross section to
the directivity, including mismatch losses. Since the gain G ≤ D,
we have

1

4π

∫ ∞
0

(1− |Γ |2)G(λ)λ2 dλ ≤
∫ ∞

0
σext(λ) dλ = π2γ

36 / 74



Estimating the integral

Introduce the minimum partial realized gain in the interval
Λ = [λ1, λ2] as

GΛ = min
λ∈Λ

(1− |Γ (λ)|2)G(λ)

to find the estimate [8]∫ ∞
0

(1− |Γ |2)Gλ2 dλ ≥ GΛ

∫ λ2

λ1

λ2 dλ ≥ GΛBλ
3
0

where λ0 = (λ1 + λ2)/2 and B = (λ2 − λ1)/λ0. This implies the
physical bound

BGΛ ≤
4π3

λ3
0

γ =
1

2
k3

0γ ≤
1

2
k3

0γ∞

where γ∞ is the high-contrast polarizability of any shape enclosing
the antenna.
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Illustrations of the bound [9]

In terms of the directivity D and quality factor Q, we have

D

Q
≤ η

2π
k3

0γ

(
where η =

∫∞
0 σa(λ) dλ∫∞

0 σext(λ) dλ

)

0.1 1 10 100 1000
0.01

0.1

1

` /`

Chu bound,D/Q/(k a)
3

0
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k a¿10

´=1/2

`
a
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Rozanov’s bound for absorbers

The typical case of an absorber is a metal backed structure with
thickness d.

d

Ei Er = ΓEi

reference plane

Rozanov [13] showed that

(λ2 − λ1)Γ0 ≤ 172dµs

where Γ0 is the minimum allowed return loss in dB for λ ∈ [λ1, λ2],
and µs is the static relative permeability. For wide band absorbers
we have λmax = λ2 � λ1, and

λmaxΓ0 ≤ 172dµs
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Rozanov’s bound

Re

Im

sn−s∗n
Re

Im

Γ (s)

The reflection coefficient maps the right half plane to the unit
circle. In case Γ (sn) = 0 for some {sn}Nn=1 in the right half plane,
we introduce the function (which satisfies |Γ ′(jω)| = |Γ (jω)|)

Γ ′(s) = Γ (s)
(s+ s∗1) · · · (s+ s∗N )

(s− s1) · · · (s− sN )

where the (possible) zeros of Γ (s) have been reflected in the
imaginary axis. Γ ′(s) has neither zeros nor poles for s in the right
half plane. Then, log(1/Γ ′(s)) is a positive real function.
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Behavior of the Blaschke product

The logarithm is

log
1

Γ ′(s)
= log

1

Γ (s)
+ log

(
(s− s1) · · · (s− sN )

(s+ s∗1) · · · (s+ s∗N )

)
and since

log

(
s− sn
s+ s∗n

)
=

{
−2sRe 1

sn
+ O(s2) s→ 0

−21
s Re sn + O(1/s2) s→∞

we have

log
1

Γ ′(s)
=

{
log 1

Γ (s) − 2sRe
∑N

n=1
1
sn

s→ 0

log 1
Γ (s) − 21

s Re
∑N

n=1 sn s→∞

On the frequency axis s = jω we have
∣∣∣ s+s∗1s−s1

∣∣∣ =
∣∣∣ jω+s∗1

jω−s1

∣∣∣ = 1, which

implies

Re

{
log

1

Γ ′(jω)

}
= ln

∣∣∣∣ 1

Γ ′(jω)

∣∣∣∣ = ln

∣∣∣∣ 1

Γ (jω)

∣∣∣∣
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Visualization of the transformations

Re

Im

Re

Im

Re

Im

1/Γ ′ log(1/Γ ′)

The origin Γ ≈ 0 has now been transformed to a region with a
large real part.
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Low- and high-frequency asympotics

The low- and high-frequency asymptotics are

Γ (s) =

{
−1 + 2ds

c (1 + γm
Ad) + O(s2) s→ 0

−e−(n∞−1)2ds/c + O(1/s) s→∞

where γm/A is the magnetic polarizability per unit area of the
absorber. This implies

log(1/Γ ′(s)) =

{
2ds
c (1 + γm

Ad)− 2sRe
∑N

n=1
1
sn

+ O(s2) s→ 0

(n∞ − 1)2ds/c− 21
s Re

∑N
n=1 sn + O(1) s→∞

and we immediately have the sum rule

∫ ∞
0

Re

{
log

1

Γ ′(λ)

}
dλ = π22d

(
1 +

γm

Ad
− 2 Re

N∑
n=1

c/d

sn
− (n∞ − 1)

)
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Simplifications

Since Re
{

log 1
Γ ′(λ)

}
= ln 1

|Γ (λ)| , Re 1
sn
> 0 for sn in the right half

plane, and n∞ ≥ 1 due to special relativity, we have∫ ∞
0

ln
1

|Γ (λ)| dλ ≤ π
22d

(
1 +

γm

Ad

)
Define the static permeability by µs = 1 + γm/(Ad), and the
dB-scale return loss by ln 1

|Γ | = ln(10)|ΓdB|/20. We can then
estimate the integral by

(λ2 − λ1)Γ0 ≤
20

ln 10
π22dµs = 172dµs

where Γ0 = minλ∈(λ1,λ2) |ΓdB(λ)| is the minimum allowed return
loss in the band (λ1, λ2).
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Salisbury screen

Probably the simplest absorber is the Salisbury screen,

d = λ0/4

Ei Er = ΓEi

resistive sheet G = 1/η0

Γ =
−1

1 + 2j tan(kd)

0.0 0.5 1.0 1.5 2.0 2.5 3.0
λ/λ0

20

15

10

5

0

5

Γ
d
B

Reflection level
Γ0 = 20 dB was
chosen. Black dashed
line is Rozanov’s
bound, blue dashed line
achieved bandwidth
(λ2 − λ1) ≈ 0.25λ0.
This gives
(λ2−λ1)Γ0

172d = 12%.
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Close to optimal absorber

A more wide band absorber was
presented in [12], based on
multilayer, capacitive patches.

I Total thickness
d = 14.5 mm, target level
Γ0 = 20 dB.

I Lower frequency fL =
3.26 GHz⇒ λ2 = 9.20 cm.

I Upper frequency
fH = 34.65 GHz⇒ λ1 =
8.65 mm.

Product of longest wavelength
and reflection level
λ2Γ0/(172d) = 74%.
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A similar bound for transmission blockage

Consider transmission through a periodic structure, designed to
block electromagnetic waves at some frequency [10, 15].

x y

z

E
E(i)
(r)

E(t)

d

ax

ay

µ

For a low pass structure (T (0) = 1), we can bound the
transmission blockage much in the same way as the absorption of
an absorber:

(λ2 − λ1) ln
1

T0
≤ π2γ(θ)

2A cos θ
−
(√

n2
∞ − sin2 θ − cos θ

)
d
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Sum rule

With unconnected metal structures, we have asympotics

T (k) =

{
1− jkγ(θ)

2A cos θ + O(k2) k → 0

e−j(n∞−1)kd cos θ + O(1/k) k →∞
where the angle-dependent polarizability is

γ(θ) =

{
γexx cos2 θ + γezz sin2 θ + γmyy, TM

γeyy + γmxx cos2 θ + γmzz sin2 θ, TE

As with the absorber case, we need to eliminate possible zeros:

T ′(k) = T (k)
(k − k∗1) · · · (k − k∗N )

(k − k1) · · · (k − kN )

The sum rule for transmission blockage is then∫ ∞
0

ln
1

|T (λ)| dλ︸ ︷︷ ︸
≥(λ2−λ1) ln 1

T0

≤ π2γ(θ)

2A cos θ
−
(√

n2
∞ − sin2 θ − cos θ

)
d
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Angle-dependent polarizability

The angle-dependent polarizability

γ(θ) =

{
γexx cos2 θ + γezz sin2 θ + γmyy, TM

γeyy + γmxx cos2 θ + γmzz sin2 θ, TE

is a combination of in-plane polarizabilities (xy-components), and
normal polarizabilities (z-components). The in-plane
polarizabilities can typically be estimated by the polarizability of
enclosing patches, due to the variational principle:
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Experimental verification of transmission blockage

The sum rule has been experimentally verified. Split-ring patterns
were designed, manufactured, and measured.
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Results for different angles

Define the blockage by (the actual integration interval is bounded)

cos θ

π2

∫ ∞
0

ln
1

|T (λ)| dλ
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High-impedance surfaces

A metal ground plane has reflection coefficient Γ = −1. In order
to stop surface waves or reduce the thickness of planar antennas, it
is desirable with Γ = +1.

d

`

w

w

`x

x

y

y

Loading the ground plane with a structure like patches on vias can
do the trick, but with limited bandwidth [7]:

λ2 − λ1

d
≤ π
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Low frequency asymptotic

For analysis, the ground plane
can be removed by mirroring
the geometry and adding an
extra incident field from
below. Note that the static
applied field then is

E = 2Ei
zẑ

H = 2H i
xy

The low frequency asympotic for the reflection coefficient is

Γ (s) = −1 +
2sd

c

(
cos θ +

γ(θ)

2A cos θ

)
+ O(s2), s→ 0

where

γ(θ) =

{
γezz sin2 θ + γmyy TM

γmxx cos2 θ TE 56 / 74



Transformation of the reflection coefficient

We want to characterize when Γ ≈ +1, or when the normalized
surface admittance

Y (s)

Yt(θ)
=

1− Γ (s)

1 + Γ (s)
≈ 0, Yt =

{
1/ cos θ TM

cos θ TE

We observe that Y (s) is a positive real function, and apply the
composition

P∆(Y (s)) =
2

π
arctan

(
∆

Y (s)

)

The function ReP∆ is
an indicator of when its
argument is smaller
than ∆.
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Sum rule for the composite function

Using the low frequency asymptotic of Γ (s), and that Y (s) grows
at most linearly with s, we obtain

P∆(Y (s)) =

{
2sd

cπYt(θ)

(
cos θ + γ(θ)

2A cos θ

)
+ o(s) s→ 0

o(s) s→∞

This gives the sum rule∫ ∞
0

ReP∆(Y (λ)) dλ =

(
d cos θ +

γ(θ)

2A cos θ

)
2π∆

Yt(θ)

For nonmagnetic, lossless structures and ∆ = 1/2, the right hand
side can be estimated by πd, and we have the physical bound

λ2 − λ1

d
≤ π
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Example: quarter-wavelength slab

The simplest realization of a
high-impedance surface is by
simply shifting the reference
plane one quarter wavelength.

The figures illustrate the behavior
of ReP∆(Y ) as function of both
frequency and wavelength.
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Example: mushroom surface
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Example: dependence on angle of incidence
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Metamaterials

Typical frequency dependence for dielectrics:

103 106 109 1012 1015 f (Hz)

ε = ε′ − jε′′

+

−

conduction +

−
relaxation

+

−

vibration
rotation

+

−
transition

ε(0)

ε(∞)

It is difficult to create materials with a response outside the region
[ε(∞), ε(0)].
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Physical bounds on metamaterials [6]

With no knowledge of εs (typically, a conductor), and target
permittivity εm < ε∞, we have

max
ω∈B
|ε(ω)− εm| ≥

B

1 +B/2
(ε∞ − εm)

{
1/2 lossy case

1 lossless case

For an insulator (where εs is well defined), when εm < ε∞

max
ω∈B

|ε(ω)− εm|
|ε(ω)− ε∞|

≥ B

1 +B/2

εs − εm
εs − ε∞

{
1/2 lossy case

1 lossless case

When εm > εs:

max
ω∈B

|ε(ω)− εm|
|ε(ω)− ε∞|

≥ B

1 +B/2

εm − εs
εs − ε∞

{
1/2 lossy case

1 lossless case
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Exercises

The following exercises can with advantage be solved using
matlab, python, or similar software. Some hints are available in the
references of this presentation.
Exercise 1
Consider two absorber designs, a Salisbury screen and a
Dällenbach absorber (a homogeneous lossy dielectric slab). How
close do they come to Rozanov’s bound? Illustrate the results with
some graphs.

I Salisbury screen: Γ = −1/(1 + 2j tan(kd)) with
k = ω/c = 2π/λ being the wave number in free space, and d
is the thickness of the absorber.

I Dällenbach absorber: Γ = (1− Y )/(1 + Y ), where the
relative surface admittance is Y = n/(j tan(nkd)) with
n =
√
εr being the refractive index. The relative permittivity

εr(ω) needs to be lossy and depend on frequency, one choice
can be εr = 1 + 1.76/(jkd), but feel free to try other.
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Exercises

Exercise 2
Consider a dielectric slab with thickness 0.3 mm, with either
constant relative permittivity 4.35, or frequency-dependent
εr(ω) = 1 + 3.35/(1 + jω/ωc) with ωc = 2πc/(1µm), where c is
the speed of light in vacuum. Compute the angle-dependent
polarizability per unit area and thickness, γ(θ)/(Ad), and
high-frequency refractive index n∞. Compare the integrated
transmission blockage with the bound in the two cases.
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