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and describe channel
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Normal formula for error probability
Constant in front of Q( ) is unimportant
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• Generate a random channel a
• Simulate 106 BPSK symbols
• Get 100 bit errors

Is BER 100/106 = 10-4 ?

No, only for the channel we got
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Measure a total of 1000 bit errors

What does this mean in view of the 
first approach?

• Generate a random channel a
• Simulate 106 BPSK symbols
• Get 100 bit errors

That the channel we randomly generated
was ”better than average”

First way
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First way
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Example
Better way
Repeat 106 times (FOR)
• Generate a channel a
• Send and receive a BPSK
END

Measure a total of 1000 bit errors

The average BER is 10-3 when
averaged over the channel and noise

Channel dependent

We should take an expectation,
But of which variable, a or Pb ?
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Example
Better way
Repeat 106 times (FOR)
• Generate a channel a
• Send and receive a BPSK
END

Measure a total of 1000 bit errors

The average BER is 10-3 when
averaged over the channel and noise

Over this one, since

E(f(x)) ≠ f(E(x))
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Example
Better way
Repeat 106 times (FOR)
• Generate a channel a
• Send and receive a BPSK
END

Measure a total of 1000 bit errors

The average BER is 10-3 when
averaged over the channel and noise

Putting the average here would mean:
”Simulate only the performance at the
average SNR value”
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Better way
Repeat 106 times (FOR)
• Generate a channel a
• Send and receive a BPSK
END

Measure a total of 1000 bit errors

The average BER is 10-3 when
averaged over the channel and noise

Not good, since Q( ) is not linear
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Range of SNRs possible

Performance at average SNR

BER ≈ 0.01
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Example
Better way
Repeat 106 times (FOR)
• Generate a channel a
• Send and receive a BPSK
END

Measure a total of 1000 bit errors

The average BER is 10-3 when
averaged over the channel and noise

Not good, since Q( ) is not linear

SNR

Q
(S

N
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Range of SNRs possible

BER ≈ 0.01

Recall: Q(SNR) is in log-domain!!!
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Example
Better way
Repeat 106 times (FOR)
• Generate a channel a
• Send and receive a BPSK
END

Measure a total of 1000 bit errors

The average BER is 10-3 when
averaged over the channel and noise

Not good, since Q( ) is not linear

SNR

Q
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Range of SNRs possible

BER ≈ 0.01

Performance is VERY bad here
say, BER ≈ 0.1

Performance VERY GOOD
say, BER ≈ 0.0001

BER(E(h)) ≈ 0.01

E(BER) ≈ 0.1/2 =0.05 



This is instantaneous error rate !!!
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Conclusion
We need

Not good, since Q( ) is not linear

SNR

Q
(S

N
R)

Range of SNRs possible

BER ≈ 0.01

Performance is VERY bad here
say, BER ≈ 0.1

Performance VERY GOOD
say, BER ≈ 0.0001

BER(E(h)) ≈ 0.01

E(BER) ≈ 0.1/2 =0.05 This point is super important
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Super important consequence

Lo
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)

Log(Eb/N0)Straight line. Very poor BER
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Lecture 10: Time variant channels

Example 9.1, p. 592

See page 184



Lecture 10: Trellis coded modulation

Slides to be updated next year…..



Lecture 4: Capacity

Shannon Capacity

Before going on, we go through what the term capacity means

Given a scalar channel of form 

We know that the capacity is

But what does this mean?



Build a codebook of all information
sequences possible to send of length K

000000 …..       00
000000 …..       01
000000 …..       10

1111111   …..      10
1111111   …..      11

K
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Build a codebook of all information
sequences possible to send of length K

000000 …..       00
000000 …..       01
000000 …..       10

1111111   …..      10
1111111   …..      11

K

Sending K bits of information means:

pick one of the rows, and tell the receiver
which row it is
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Information book
000000 …..       00
000000 …..       01
000000 …..       10

1111111   …..      10
1111111   …..      11

K

Build a codebook of codewords to send
for each information word, length N

x11x12x13x14 ….. x1(N-1)x1N
x21x22x23x24 ….. x2(N-1)x2N

x2 1x2 2x2 3x2 4 ….. x2 (N-1)x2 NK K K K K K
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If this is my data

As x over this channel used N times
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Clearly, bit rate is K/N bits/channel use
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So data is this one
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Receiver observes

Take smallest

So data is this one

This is ML decoding and is optimal

Capacity means the following

1. If K/N ≤ C, and K->∞ then
Prob(Correct detection)=1

2. If K/N > C, then
Prob(Incorrect detection)=1
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Information book
000000 …..       00
000000 …..       01
000000 …..       10

1111111   …..      10
1111111   …..      11

K

Codebook
x11x12x13x14 ….. x1(N-1)x1N
x21x22x23x24 ….. x2(N-1)x2N

x2 1x2 2x2 3x2 4 ….. x2 (N-1)x2 NK K K K K K

N

y1y2y3y4 ….. y(N-1)yN

Receiver observes

Take smallest

So data is this one

To reach C, code-symbols must be
Random complex Gaussian variables
That is, generate codebook randomly

If it is generated with, say, 16QAM
C cannot be reached

Lecture 4: Capacity



Lessons learned:

• Good signals are random

• Not all signals can be sent

• Hard to decode

• We need the two first bullets,
But in a controlled way

Lecture 4: Capacity
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Memory (redundancy, dependancy) is introduced among the sent signal alternatives!

This gives us some new properties like, e.g.,:

Note: In the uncoded case all signal sequences
are possible.

Note: This is not possible to do in the uncoded case!
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Typically, the bandwidth W is fixed and given but:
the rate of  the encoder
the number of signal alternatives
and the bit rate can be  ADAPTIVE, see (8.5)-(8.6)!
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We have memory in the sequence of 
sent signal alternatives!

Some sequences are impossible, see problem!

Only ”good” sequences are sent!


