Lecture 10: Time variant channels

Frequency-non-selective, slowly fading channel

Significantly simplifed modelling. For complex basesband, signals are mutltiplied
with a complex constant

Underspread channel: BT, < 1
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Frequency-non-selective, slowly fading channel

Significantly simplifed modelling. For complex basesband, signals are mutltiplied
with a complex constant

Underspread channel: Bp7T, <1
Can we have Frequency-non-selective, slowly fading channels if BpT,, ~

NO. Note that BpT,, is a channel parameter, out of our control
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Frequency-non-selective, slowly fading channel

Significantly simplifed modelling. For complex basesband, signals are mutltiplied
with a complex constant

Underspread channel: BT, < 1

Assume an underspread channel. Complex baseband model becomes
es(t) and 0(t) describe signal

2(t) = aes(t) cos(wet + 05(t) + ¢) a and ¢ describe channel

a Rayleigh ¢ Uniform

Conditions for Frequency-non-selective, slowly fading channel

fcoh -~ 1

K 1 t
kme << T << tcoh ~ ~ B Rs ~
f coh BD tcoh D < < kw kme
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Frequency-non-selective, slowly fading channel
21 (_ 51;_2 ) Vb

a RﬂYleigh pa(,f[,') — — exp b : T 2 0 E{a} — L

b 2
E{a*} =b

¢ Uniform  py(y) =

es(t) and 0(t) describe signal

2(t) = aes(t) cos(wet + 05(t) + ¢) a and ¢ describe channel

Conditions for Frequency-non-selective, slowly fading channel

fcoh -~

1

K 1 t
kme << T << tcoh ~ ~ B Rs
f coh BD tcoh D < < kw

=k, T,
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z(t) = aey(t) cos(wet + 04(t) + ¢) | Bit error rate?
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z(t) = aes(t) cos(wet + 05(t) + @)

Bit error rate?

E,d?.
Py~ Q) (\/&2 bNglm)

Normal formula for error probability
Constant in front of ¢X ) is unimportant
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Lecture 10: Time variant channels

Bit error rate? | 2(t) = aes(t) cos(wct + 05(t) + @)

This is instantaneous error rate !l
We don't really care about that

« Generate a random channel a
« Simulate 10¢ BPSK symbols
« Get 100 bit errors

Is BER 100/106 = 104 ?

No, only for the channel we got
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Bit error rate? | 2(t) = aes(t) cos(wct + 05(t) + @)

This is instantaneous error rate !l
We don't really care about that

Better way
Repeat 106 times (FOR)
Generate a channel a

« Send and receive a BPSK
END

Measure a total of 1000 bit errors




Bit error rate?

Lecture 10: Time variant channels

First way

Generate a random channel a

Simulate 106 BPSK symbols
Get 100 bit errors

z(t) = aes(t) cos(wet + 05(t) + @)

This is instantaneous error rate !l
We don't really care about that

Better way
Repeat 106 times (FOR)
Generate a channel a

« Send and receive a BPSK
END

Measure a total of 1000 bit errors

What does this mean in view of the
first appr'oach?)
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Bit error rate? | 2(t) = aes(t) cos(wct + 05(t) + @)

2 is is i 1
P~ 9 Ebdmin This is l'ns‘ran'raneous error rate !l
b~ Q) a N We don't really care about that
0

First way Better way
Repeat 106 times (FOR)
« (Generate a random channel a . Generate a channel a

- Simulate 106 BPSK symbols « Send and receive a BPSK
« Get 100 bit errors END

Measure a total of 1000 bit errors

That the channel we randomly generated

was "better than qverqge" What does this mean in view of the
first approach?




Lecture 10: Time variant channels

Bit error rate? | 2(t) = aes(t) cos(wct + 05(t) + @)

2 is is i 1
P~ 9 Ebdmin This is l'ns‘ran'raneous error rate !l
b~ Q) a N We don't really care about that
0

First way Better way
Repeat 106 times (FOR)
« (Generate a random channel a . Generate a channel a

- Simulate 106 BPSK symbols « Send and receive a BPSK
« Get 100 bit errors END

Measure a total of 1000 bit errors

And for that channel, the BER is 10-4

when averaged over noise distribution What does this mean in view of the
first approach?
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Bit error rate? | 2(t) = aes(t) cos(wct + 05(t) + @)

E,d?.
Py~ Q \/&2 Z}V;mn

First way

« Generate a random channel a
« Simulate 106 BPSK symbols
« Get 100 bit errors

And for that channel, the BER is 10-3
when averaged over noise distribution

This is instantaneous error rate !l
We don't really care about that

Better way
Repeat 106 times (FOR)
Generate a channel a

« Send and receive a BPSK
END

Measure a total of 1000 bit errors

The average BER is 10-3 when
averaged over the channel and noise
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Bit error rate? | 2(t) = aes(t) cos(wct + 05(t) + @)

No

\

Channel dependent

This is instantaneous error rate !l
We don't really care about that

Better way

Repeat 106 times (FOR)

« Generate a channel a

« Send and receive a BPSK

END
Measure a total of 1000 bit errors

The average BER is 10-3 when
averaged over the channel and noise




Lecture 10: Time variant channels

Bit error rate? | 2(t) = aes(t) cos(wct + 05(t) + @)

,\To

Channel dependent

We should take an expectation,
But of which variable, a or P, ?

This is instantaneous error rate !l
We don't really care about that

Better way

Repeat 106 times (FOR)

« Generate a channel a

« Send and receive a BPSK

END
Measure a total of 1000 bit errors

The average BER is 10-3 when
averaged over the channel and noise
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Bit error rate? | 2(t) = aes(t) cos(wct + 05(t) + @)

Ebd2 - This is instantaneous error rate !ll
P~ 2 min ,
b~ Q) a We don't really care about that

Over this one, since

E(f(x))  f(E(x))

Better way
Repeat 106 times (FOR)
e Generate a channel a

« Send and receive a BPSK
END

Measure a total of 1000 bit errors

The average BER is 10-3 when
averaged over the channel and noise




Lecture 10: Time variant channels

Bit error rate? | 2(t) = aes(t) cos(wct + 05(t) + @)

2
Pb ~ Q CL2 —Ebdmin

\

Putting the average here would mean:
“Simulate only the performance at the
average SNR value”

This is instantaneous error rate !l
We don't really care about that

Better way

Repeat 106 times (FOR)

« Generate a channel a

« Send and receive a BPSK

END
Measure a total of 1000 bit errors

The average BER is 10-3 when
averaged over the channel and noise




Lecture 10: Time variant channels

Bit error rate? | 2(t) = aes(t) cos(wct + 05(t) + @)

Not good, since Q( ) is not linear

This is instantaneous error rate !l
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Bit error rate? | 2(t) = aes(t) cos(wct + 05(t) + @)

This is instantaneous error rate !l
We don't really care about that

Not good, since Q( ) is not linear

_

Performance at average SNR
Better way

Repeat 106 times (FOR)
« Generate a channel a
« Send and receive a BPSK

END
Measure a total of 1000 bit errors

The average BER is 10-3 when
averaged over the channel and noise

)

Range of SNRs possible SNR
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Bit error rate? | 2(t) = aes(t) cos(wct + 05(t) + @)

This is instantaneous error rate !l
We don't really care about that

Not good, since Q( ) is not linear

_

Recall: Q(SNR) is in log-domain!!!
Better way

Repeat 106 times (FOR)
« Generate a channel a
« Send and receive a BPSK

END
Measure a total of 1000 bit errors

The average BER is 10-3 when
averaged over the channel and noise

)

Range of SNRs possible SNR
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Not good, since Q( ) is not linear

Performance is VERY bad here
say, BER # 0.1
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Not good, since Q( ) is not linear

Performance is VERY bad here
say, BER # 0.1

Performance VERY GOOD
say, BER # 0.0001

)

Range of SNRs possible SNR
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Not good, since Q( ) is not linear

_|\ Performance is VERY bad here
say, BER # 0.1

BER(E(h)) # 0.01

BER ¥ 0.01
Performance VERY GOOD

say, BER » 0.0001

)

Range of SNRs possible SNR

This is instantaneous error rate !l
We don't really care about that

Better way

Repeat 106 times (FOR)

« Generate a channel a

« Send and receive a BPSK

END
Measure a total of 1000 bit errors

The average BER is 10-3 when
averaged over the channel and noise
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Bit error rate? | 2(t) = aes(t) cos(wct + 05(t) + @)

Not good, since Q( ) is not linear

_|\ Performance is VERY bad here
say, BER # 0.1

BER(E(h)) # 0.01

BER ¥ 0.01
Performance VERY GOOD

say, BER # 0.0001

E(BER) # 0.1/2 =0.05

)

Range of SNRs possible SNR

This is instantaneous error rate !l
We don't really care about that

Better way

Repeat 106 times (FOR)

« Generate a channel a

« Send and receive a BPSK

END
Measure a total of 1000 bit errors

The average BER is 10-3 when
averaged over the channel and noise




Bit error rate?

Lecture 10: Time variant channels

Not good, since Q( ) is not linear

_|\ Performance is VERY bad here
say, BER # 0.1

BER(E(h)) # 0.01

BER

lr 0.01
Performance VERY GOOD

say, BER # 0.0001

E(BER) # 0.1/2 =0.05

)

Range of SNRs possible SNR

z(t) = aes(t) cos(wet + 05(t) + @)

This is instantaneous error rate !l
We don't really care about that

Conclusion

We need F{ P}

This point is super important
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Frequency-non-selective, slowly fading channel

z(t) = aey(t) cos(wet + 04(t) + ¢) | Bit error rate?

P, = / Pr(error|a = x)p,(x)dx = E {Pr(error|a)}
0

= long derivation
1

:2—|—d2 gb/NO‘l‘\/2+d2 gb/NO\/d?ningb/NO

min min

‘ gb — E{CLQ}Eb,sent — bEb,sent
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Frequency-non-selective, slowly fading channel

z(t) = aey(t) cos(wet + 04(t) + ¢) | Bit error rate?

P, = / Pr(error|a = x)p,(x)dx = E {Pr(error|a)}
0

= long derivation
1

) 2+ dIQningb/NO T \/2 T d?ningb/NO \/d?ningb/NO

Ep/No large 1
B 2d2 . E,/No ‘ &y = E{GQ}Eb,Sent = bEp sent

min
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Frequency-non-selective, slowly fading channel

z(t) = aey(t) cos(wet + 04(t) + ¢) | Bit error rate?

Super important consequence
_ 1

Ev/No

Py =5p

min

Ev /Ny large

Log(Q(SNR))

Log(Eb/No)
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Frequency-non-selective, slowly fading channel

z(t) = aey(t) cos(wet + 04(t) + ¢) | Bit error rate?

Super important consequence
_ 1

Ev/No

Py =5p

min

Ev /Ny large

Log(Q(SNR))

log(Py) = —log(2dys,) — log(&r/No)

min

Log(Eb/No)
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Frequency-non-selective, slowly fading channel

z(t) = aey(t) cos(wet + 04(t) + ¢) | Bit error rate?

Super important consequence
_ 1

Ev/No

Py =5p

min

Ev /Ny large

Log(Q(SNR))

log(Py) = —log(2dy,;,,) — log(Es/No)
Straight line. Very poor BER ‘ Log(E,/No)
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Example 9.1, p. 592

Assume that equally Likely, binary orthogonal FSK signals, with equal energy, are sent
from the transmiiter. Hence, s,(f) = \/'_’I;],_&,'.,l,, Tycos(2afit) inO <t <T,, it =01.

I'hese signals are communicated over a Rayleigh fading channel, i.e. the recetved signal

4A‘ gv-\(”(' /f'.v;_\”.

r(t) = a/2Ep cont /L cos(2m fit 4+ &) + N(1)

Assume that the incoherent receiver in Figure 5.28 on page 397 is used. From (5.109)

il s known that for a gwen value of a,

S

P = _I_ e ° E'y
) o

SinNce II-[;'I sent ""-I‘ IS ]hq anve 7'(1.(’/- !':,("r(-(',/ Cne “/‘/ }II'V' (Ill.f.

For the Raylewgh fading channel, and the same recewver, P, can be calculated by using
/i /D
9.43).

P / Pr{errorla = x}p.(x) = E{Pr{erroria}}
J1O
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Example 9.1, p. 592
Y O

D) {_I, P ”TI"'i. ‘.;-r"\"\u} . E {‘ ":_':""‘ vent/ »'\n}
-) -

1
2+ &,/ No

nt  E{a?)}
2

See page 184

:l’!fq,'l/‘

Observe the dramatic imcrease in Py due to the Rayleigh fading channel. Py
is no longer exponentially decaying in €,/No. it now decays essentially as
1000 (30 dB). we

AWGN

(gb,/.’\]))_l.' As an example, assuming &,/ No
Rawleigh+=AWGN

l‘)—_'l‘.‘

- 500 . e
05 """ =~ 3.6

e -
o (10021 22 10




Lecture 10: Trellis coded modulation

Slides to be updated next year.....




Lecture 4: Capacity

Shannon Capacity

Before going on, we go through what the term capacity means

Given a scalar channel of form ¢ — VvV Az + n, n ~ CN(0, Ny)

We know that the capacity is

But what does this mean?
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=V ER

Build a codebook of all information
sequences possible to send of length K

000000 ..... 00
000000 ..... 01
000000 ..... 10
1111111 ... 10
‘ 1111111 ... 11 ’




Lecture 4: Capacity

=V ER

Build a codebook of all information
sequences possible to send of length K

000000 ... 00
000000 ..... 01
000000 ..... 10 Sending K bits of information means:
pick one of the rows, and tell the receiver
which row it is
1111111 ... 10
‘ 1111111 ... 11 ’
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=V ER

Build a codebook of codewords to send
for each information word, length N

Information book

000000 ..... 00 X11X12X13X14 ... X1(N-1)X
000000 © 01 s T
000000 .. 10 21A22A23A24 ..... 2(N-1)A2N
1111111 ... 10

. 1111111 ... 11 XK1 X Ko X K3 XKy ..... X2KN-D)XEN
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/= Vi )

Information book Codebook

000000 ..... 00 X11X12X13X14 ..... X1(N-1)X
000000 . 01 s T
000000 .. 10 21R22AR23A24 ..... 2(N-1)A2N
1111111 ... 10

‘ 1111111 ... 11 ’ XKIXKoXK3X K4 ..o XHKN-DXEN

B | J
K N
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Information book Codebook
000000 ... 00 X11X12X13X14 ..... X1(N-DXIN
""" T X21X22X23X24 ..... X2(N-1)X2N

If this is my data

1111111 ... 10
‘ 1111111 ... 11 ’ XKIXKoXK3X K4 ..o XHKN-DXEN

B | J
K N




Lecture 4: Capacity

/= Vi )

Information book Codebook
000000 ..... 00 X11X12X13X14 ..... X1(N-DXIN
T X21X22X23X24 ..... X2(N-1)X2N
If this is my data I send this one
1111111 ... 10
. 1111111 ... 11 | XK1 X Ko X K3 XKy ..... X2KN-D)XEN

B | J
K N




Lecture 4: Capacity

Shannon Capacity

As x over this channel used N times

Information book Codebook
000000 ... 00 X11X12X13X14 ..... X1(N-DXIN
""" T X21X22X23X24 ..... X2(N-1)X2N

If this is my data

1111111 ... 10
. 1111111 ... 11 | XK1 X Ko X K3 XKy ..... X2KN-D)XEN

B | J
K N
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/= Vi )

Clearly, bit rate is K/N bits/channel use

Information book Codebook

000000 ..... 00 X11X12X13X14 ..... X1(N-1)X
000000 . 01 s T
000000 .. 10 21R22AR23A24 ..... 2(N-1)A2N
1111111 ... 10

‘ 1111111 ... 11 XKIXKoXK3X K4 ..o XHKN-DXEN

B | J
K N
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Receiver observes Y=V Ax +n, n~ CN(O, No)
Y1Y2Y3Y4 - YIN-DYN

Information book Codebook

000000 ..... 00 X11X12X13X14 ..... X1(N-1)X
000000 . 01 s T
000000 .. 10 21R22AR23A24 ..... 2(N-1)A2N
1111111 ... 10

‘ 1111111 ... 11 ’ XKIXKoXK3X K4 ..o XHKN-DXEN

B | J
K N




Lecture 4: Capacity

Receiver observes Y=V Ax +n, n~ CN(O, No)
Y1Y2Y3Y4 - YIN-DYN

Compare with this one

N
dl — Z |yn - x1n|2
n=1
Information book Codebook
888888 ..... 8? X11X12X13X14 ..... X1(N-DXIN
000000 10 X21X22X23X24 ..... X2(N-1)X2N
1111111 ... 10
‘ 1111111 ... 11 ’ XKIXKoXK3X K4 ..o XHKN-DXEN

B | J
K N
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Receiver observes y=v Ax + n, n CN(O, NO)
Y1Y2Y3Y4 . Y(N-DYN

Compare with this one

N
d2 — Z |yn - 332n|2
n=1

Information book Codebook

000000 ..... 00 X11X12X13X14 ..... X1(N-1)X
000000 . 01 s T
000000 .. 10 21R22AR23A24 ..... 2(N-1)A2N
1111111 ... 10

‘ 1111111 ... 11 ’ XKIXKoXK3X K4 ..o XHKN-DXEN

B | J
K N




Lecture 4: Capacity

Receiver observes Y=V Ax +n, n~ CN(O, No)
Y1Y2Y3Y4 - YIN-DYN

Compare with this one

N
dox = Z |yn — $2Kn|2
n=1

Information book Codebook

000000 ..... 00 X11X12X13X14 ..... X1(N-1)X
000000 . 01 s T
000000 .. 10 21R22AR23A24 ..... 2(N-1)A2N

1111111 ... 10
‘ 1111111 ... 11 ’ XKIXKoXK3X K4 ..o XHKN-DXEN

B 1 J
|

K N




Lecture 4: Capacity

Receiver observes Y=V Ax +n, n~ CN(O, No)
Y1Y2Y3Y4 - YIN-DYN

Take smallest

N
d2 — Z |yn - x2n|2
n=1

Information book Codebook

000000 ..... 00 X11X12X13X14 ..... X1(N-1)X
000000 . 01 e Spm i i
000000 .. 10 21R22AR23A24 ..... 2(N-1)A2N
1111111 ... 10

‘ 1111111 ... 11 ’ XKIXKoXK3X K4 ..o XHKN-DXEN

B | J
K N




Lecture 4: Capacity

Receiver observes Y=V Ax +n, n~ CN(O, No)
Y1Y2Y3Y4 - YIN-DYN

Take smallest

N
d2 — Z |yn - x2n|2
n=1

Information book Codebook
000000 ... 00 X11X12X13X14 ..... X1(N-DXIN
""" T X21X22X23X24 ..... X2(N-1)X2N

So data is this one

1111111 ... 10
‘ 1111111 ... 11 ’ XKIXKoXK3X K4 ..o XHKN-DXEN

B | J
K N




Lecture 4: Capacity

Receiver observes This is ML decoding and is optimal

Y1Y2Y3Y4 e YIN-DYN Capacity means the following

Take smallest

N
d2 — Z |yn - 332n|2
n=1

Information book
000000 ..... 00 X11X12X13X14 ..... X1(N-DXIN

T X21X22X23X24 ..... X2(N-1)X2N

So data is this one

1111111 ... 10
‘ 1111111 ... 11 ’ XKIXKoXK3X K4 ..o XHKN-DXEN

B | J
K N




Lecture 4: Capacity

Receiver observes This is ML decoding and is optimal
Y1Y2Y3Y4 - YN-DIN Capacity means the following

Take smallest 1. If K/N ¢ C, and K->o0 then
N Prob(Correct detection)=1
d2 — Z |yn - 332n|2
n=1

Information book
000000 ..... 00 X11X12X13X14 ..... X1(N-DXIN

T X21X22X23X24 ..... X2(N-1)X2N

So data is this one

1111111 ... 10
‘ 1111111 ... 11 ’ XKIXKoXK3X K4 ..o XHKN-DXEN

B | J
K N




Lecture 4: Capacity

Receiver observes This is ML decoding and is optimal
Y1Y2Y3Y4 - YIN-DYN Capacity means the following
Take smallest 1. If K/N < C, and K->0 then
N Prob(Correct detection)=1
dy = Z Y — 2o |? 2. If K/N > C, then
— Prob(Incorrect detection)=1
Information book
000000 ..... 00 X11X12X13X14 ..... X1(N-DXIN
T X21X22X23X24 ..... X2(N-1)X2N

So data is this one

1111111 ... 10
‘ 1111111 ... 11 ’ XKIXKoXK3X K4 ..o XHKN-DXEN

B | J
K N
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Receiver observes To reach C, code-symbols must be
Random complex Gaussian variables

Y1Y2Y3Y4 - YIN-DYN That is, generate codebook randomly

Take smallest If it is generated with, say, 16QAM
N C cannot be reached
d2 — Z |yn - 332n|2
n=1
Information book
000000 ..... 00 X11X12X13X14 ..... X1(N-DXIN
T X21X22X23X24 ..... X2(N-1)X2N

So data is this one

1111111 ... 10
‘ 1111111 ... 11 ’ XKIXKoXK3X K4 ..o XHKN-DXEN

B | J
K N




Lecture 4: Capacity

Lessons learned:

« Good signals are random

* Not all signals can be sent
* Hard to decode

« We need the two first bullets,
But in a controlled way




Chapter 8

Trellis-coded Signals

b [i] -| Block encoder m [1] - 5‘1}:} | s{t)__
Rb rate k_"lﬂ R‘S = Rb ﬂ-"l‘:. "l(t]
[ =
7 _l|l 1{ ! II'-
I ok parity bits
information bits — -
n
a)
Modulo-2 addition
v
b [i | b[i-2 7 | so® s(t)
[ = Delay [1- ]r: Delay I\ o [l]r. or ——=
Ry, L ~ 10
(7
Coded binary symbols
b) Rs=2Ryp

Figure 81: a) Block coding, r. = k/n. b) Convolutional coding, r. = 1/2.
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Figure 8.2: a) Rate r. = 1/2 convolutional encoder combined with QPSK; b)
Rate r. = 2/3 convolutional encoder combined with 8-PSK, from [63], [64].
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Figure 8.4: a) A rate 1,/2 convolutional encoder combined with QPSK signal
alternatives; b) A speeific input sequence bfi]; ¢) The corresponding path in the
trellis; d) A trellis section, and a table containing all relevant parameters.
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Figure 8.6: a) An example of TCM, from [63]-[64]; b) The mappings F(-,-) and
G-, -); e) A trellis section.
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Memory (redundancy, dependancy) is introduced among the sent signal alternatives!

This gives us some new properties like, e.g.,:

Which of the following signal sequences are impossible?

1. s3(t),s2(t —Ts),s1(t — 2T%),s1(t — 3T5)

83(t), 8o(t —Tp), 8o(t — 213).8(t — 3T3)

3. s3(t),s1(t —Tp),s0(t — 2Tp), s2(t — 31)

4. s3(t),s1(t —Tp), s3(t — 2T3), s81(t — 3Tp) Note: In the uncoded case all signal sequences
are possible.

)

Find the “missing” signal. in the sequence below,

'-1|Lir:I .'-'|'3I,i-'!L — Tbtl 7, *-gLf — ._TrT,l_,TI -'-'i3l.i-'!l — '—1Tb:.l.. -%.:.[E‘- — GT,IJ:I

Note: This is not possible to do in the uncoded case!
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2.32 Let us here study adaptive coding and modulation according to the block
diagram below,
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log,(M) T k/n logy(M) (8.5)

R,—1/T, =~
r.

W =c-R, (8.6)

Typically, the bandwidth W 1s fixed and given but:
the rate of the encoder

the number of signal alternatives
and the bit rate can be ADAPTIVE, see (8.5)-(8.6)!
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We have memory in the sequence of
sent signal alternatives!

Some sequences are impossible, see problem!

Only “good” sequences are sent!
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