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General model for bandpass x(t): 

Where 

Can be seen as ”book-keeping”. Allows to use 1 signal instead of 2 when doing math 
 
…or when speaking: ”… assume now that the signal        is sent…” 
 
                      ”… assume now that the signals          and           are sent…” 
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Assumptions: 
 
1. h(t) of duration Th 

 
2. x(t) is QAM of duration Ts 

 
 
 
 
 

3. Low signaling rate  
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The convolution 

Th Ts 

h(t)  x(t)  
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Th 2/wc+Th 1/wc+Th Ts 

Let us now focus on Th < t < Ts 
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The convolution z(t)  

Th 2/wc+Th 1/wc+Th Ts 

Altogether: 
 
 
Lesson learned (important): For low-rate inputs, A QAM signal is 
changed into a new QAM signal, but coordinates are changed in signal by 
a multiplication with H(wc), wc being the carrier-frequency 
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What does a ”low-rate” signal look like in the Frequency domain? 
 
very narrow 
 
 

Putting many next to eachother would result in: 
1. Non-interfering transmissions 
2. Simple equalization (input-output relation is just a scaling) 

 
This is the basis of OFDM  
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What does a normal channel look like in the frequency domain? 
 
 
 

Channel compises N paths 
between tx and rx 
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Memory (redundancy, dependancy) is introduced among the sent signal alternatives! 

 

This gives us some new properties like, e.g.,: 

Note: In the uncoded case all signal sequences 

          are possible. 

Note: This is not possible to do in the uncoded case! 
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Typically, the bandwidth W is fixed and given but: 

 the rate of  the encoder 

 the number of signal alternatives 

 and the bit rate can be  ADAPTIVE, see (8.5)-(8.6)! 
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We have memory in the sequence 
of sent signal alternatives! 

 

Some sequences are impossible, see problem! 

 

Only ”good” sequences are sent! 


