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DSP Design
Repetition

« DSP algorithms are non-terminating = repeatedly execute same code

« Iteration = all operations are executed once

» [teration period = time to perform one iteration

« Sampling rate (throughput) = number of samples per second

« Latency = time difference between output sample and corresponding input
sample (how long before producing output samples)

Block Diagram - close to actual hardware — interconnected functional blocks,
potentially with delay elements between blocks

DFG - Capture the data-driven nature of a DSP system, intra-iteration and inter-
iteration constraints, nodes are computations (functions, subtasks), edges are
data paths, very general description. Difference from block diagram: Hardware
not allocated, scheduled in DFG.
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DSP Design
Repetition

« Critical path - the combinational path with maximum total execution time
 Loop (=cycle) - a path beginning and ending at same node
 Loop bound for loop

Tj loop computation time

(3) (6) (21)

Wnumber of delays in loop D
’ OO0

» Iteration Bound - maximum of all loop bounds

d

T, = maxq—
leL wl

2D

It is the lower bound on execution time for DFG (assuming only pipelining,
retiming, unfolding)
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DSP Design

Repetition

Pipelining - insert delay elements to reduce critical path length, In an M-
level pipelined system, the number of delay elements in any path from input to
output is (M-17) greater than that in the same path in the original sequential
circuit

+ Faster (more throughput), lower power Pipeline stage
- Added latency, latches/clocking ——

[
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DSP Design

Repetition
* Pipelining - insert delay elements to reduce critical path length. In an

M-level pipelined system, the number of delay elements in any path
from input to output is (M-7) greater than that in the same path in the

original sequential circuit

Sequential (critical path):

Pipelined: (critical path when M=3)

I pipe I pil)e I pipe I
| | | |
T T 2 more delays in path [M-1=(3-1) = 2]
Pipeline stage Pipeline stage
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DSP Design

Repetition: Feedforward Cutsets

Tcritical = 325246

Feedforward cutset

Must place delays
on all edges in the
cutset
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DSP Design

Repetition: Feedforward Cutsets

Tcritical = 32456

Not a
Feedforward cutset

- .

Pipelining not possible
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DSP Design

Let’s continue...
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DSP Design

Pipelining (cont)

y(n) z(n)
x(n) ~~N x(n)+y(n) é x(n)+y(n)+z(n)
, | R

X
y(n) z(n-1)
X AN o é x(n-1)+y(n-1)+z(n-1)
14 o

x(n)+y(n) x(n-1)+y(n-1)

We said that the critical path could be
cut in half by introducing pipelining.
Is that always true??
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DSP Design

Example: Pipelining when ripple-carry adders

Ys| [Xs Y2 X2 Y1 X1 Yo| [Xo

C C C C
4 3 —2 le—1 -<c0

<€

‘1'53 ‘1'52 ‘1'31 l'SO Tcritical

Assume the delay in calculating the sum, s,
is equal to calculating the carry, cyg,,-

What is the critical path?

4 x cdelay
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DSP Design

Example: Pipelining when ripple-car@gders

%0,
y3| X3 Y2 O'Q
6 \y
<c—4 < 3 CO 4?9@
Tcritical
Z Z Z Z
3Y 4 2l 3 ) o
LR I e 2l L Co
"(1'53 vSo ‘1'51 vSy

What is the critical path now?
4 x cdelay+ sdelay =3 X cdelay
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DSP Design - m— -
Example: Pipelining when ripple-carry adders

Ys| [Xs Y2| X2 Y1 X1 Yo| [Xo

€C4 €C3 <c2 -¢c1 le Co
<€
. 7 . 4 4 ‘l' Tcritical
D D D D
ST AT AT T
<(:4 I <C3 <('.:2 <C1 . CO
‘1'53 vSo vS1 vSy
What is the critical path now?

4 x cdelay

Steffen Malkowsky, Dept. of Electrical and Information Technology, Lund University, Sweden-www.eit.lth.se



DSP Design - m— -
Example: Pipelining when ripple-carry adders

Ys| [Xs Y2| X2 Y1 X1 Yo| [Xo

C C C C
SLa| | |G|y | G2 | |G I‘
I

Co

I l l
_NOT MUCH GAINED
i I R A R A
|

C C C
<(:4 I ’ 3 < 2 | le 1 ” Co
‘1'33 vSo ‘1'51 vSy
What is the critical path now?
4 x cdelay
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DSP Design

Example: Pipelining when ripple-carry adders

Y3 | lx3 y2 | lxz Y1 lx1 Yo| lxo
! . Cs3 C2 [ ].82 . C1 l_Co
Z Z Z Z
3 4 2l 3 ) o}
! . C3 I L2 .G ._Co
vS3 ‘1'52 vS4 vSy

What is the critical path now?
Possible??
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DSP Design

Conclusion

The result depends on the structure of the used
blocks, e.g. type of adder (ripple-carry, carry
save, carry look-ahead,...).

We have to understand how the blocks work
and if the critical paths are independent or if
there is a relationship.
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DSP Design
Fine-Grain pielining

— Let Tv=10 units and Ta=2 units. If the multiplier is broken into 2
smaller units with processing times of 6 units and 4 units,
respectively (by placing the latches on the horizontal cutset across
the multiplier), then the desired clock period can be achieved as

(Tm+TA)/2
X(n)
Feedforwar (6)
cutset? N - (4)_ Lz — h3RI(16) -
D D D
(2) 2) vy
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DSP Design
Fine-Grain pielining

— Equal paths. We get a more balanced design.
— A fine-grain pipelined version of the 3-tap data-broadcast FIR filter is

shown below.
© © & oo
D D D D
% (4)
y(n-1) (6)
D D D =

x(n)
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DSP Design

Pipelining to Reduce Switching Activity

In chained operations there will be spurious transitions.

in2 in3 in4 in5 in6
Non Pipelined
in1 Out
in2 B in3 B in4 B in5 B in6 B
Pipelined
RE RE REG REG REG
in1 > > Out

Results from PhD student Rakesh Gangarajaiah
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DSP Design

Synchronous Pipelining

o
R R
Combinatorial
Logic
G ) |G
clock
Logic depthﬂ tmin tmax tmin tmax
OQut | 777 7T T
In > time
0 Tclk
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DSP Design

Wave Pipelining

\
R R
—E| Combinatorial - E —
Logic
G G
J
clock Delay
Logic depth+ tin t, . New input data is
Out |77 y y applied before the
previous computation
is done.
- .
Tclk < Tcritical path
In > time
0 Tclk I
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DSP Design

Wave pipelining: Pros and cons?

+ shorter Tclk

- extensive simulation
- tedious design

- hard to verify

- lack of tools
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DSP Design

Parallel Processing
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DSP Design

Parallel Processing

ax(n) abx(n) — 0), x(1), x(2)...

X
=
X Q)
C%

abx(2k) x(0), x(2), x(4)...

d
x(2k+1) i ax(2k+1) abx(2k+1)
X x(1), x(3), x(5)...

Two samples are processed in parallel
» double throughput

X
N
>
X Q)
Q
X
N
>
Gﬁ&%

or
* lower power consumption due to reduced Vpp
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DSP Design

Parallel Processing

« Parallel processing and pipelining techniques are duals of each other: if
a computation can be pipelined, it can also be processed in parallel. Both of them
exploit concurrency available in the computation in different ways.

 How to design a Parallel FIR system?
— Consider a single-input single-output (SISO) FIR filter:

* y(n)=ax(n)+bx(n-1)+cx(n-2)

— Convert the SISO system into an MIMO (multiple-input multiple-output)
system in order to obtain a parallel processing structure

* To get a parallel system with 3 inputs per clock cycle

y(3k)=ax(3k)+bx(3k-1)+cx(3k-2)  x@ —{ | v

y(3k+1)=ax(3k+1)+bx(3k)+cx(3k-1) :g::;; I ygt:;
y(3k+2)=ax(3k+2)+bx(3k+1)+cx(3k) v

Parallel processing system is also called block processing, and the number of
inputs processed in a clock cycle is referred to as the block size
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DSP Design

Parallel Processing (cont’d)

— For example:

When block size is 2, 1 delay element = 2 sampling delays

x(2k) x(2k-2)

D

When block size is 10, 1 delay element = 10 sampling delays

x(10k) X(10k-10)

— D
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DSP Design

Ex. Parallel 3-Tap FIR

- y(n)=b,x(n)+bx(n—1)+b,x(n-2)
wiy(n +1)=bx(n+1)+b,x(n)+b,x(n—-1)

n changed to 2k

- y(2k) =b,x(2k) + b x(2k —1)+ b, x(2k — 2)
9
Y2k +1)=byx(2k +1)+ b x(2k) + b,x(2k —1)

Steffen Malkowsky, Dept. of Electrical and Information Technology, Lund University, Sweden-www.eit.lth.se



DSP Design

Parallel 3-Tap (2)
Y(2k) = byx(2k) + b x(2k —1) + b, x(2k — 2)
vk +1)=bx(2k +1)+ b,x(2k)+ b,x(2k —1)

x(2k+1)l x(2K)

D 21

[k=0 | m
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DSP Design

Parallel 3-Tap (3)

x(3) x(4)
x(3) x(2) y(0) = byx(0) + b x(-1) + b,x(-2)
x(1) ’ﬁ) y(D) = byx(1) + b, x(0) + b,x(-1)
2 - D
nputs

x(2k-2)

I b0(>T§ bﬁ% - b,
¥ %—y‘”" B y(0) y(2) y(4)
QL S
¥ ¥ 228 y(1) y(3) y(5)
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DSP Design

Parallel 3-Tap (4)

y(0)=b,x(0)b,x(—1)+ b,x(-2)
y(D) = byx(1) + b, x(0) + b, x(~1)

G D

2 Inputs

_ D x(2k-1)
\
& \‘\((T) 1D x(2k-2)

bdX b, b,
\
C === y(2Kk)

bO b1 b2
+ n y(Zkr])
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DSP Design

Parallel 3-Tap (4)

¥(0) =b,x(0) Hb,x(—1)|+ b,x(-2)
y(D) = b5x(1) + b, x(0) + b, x(~1)

— ~ [y x(2k-1)
2 Inputs - D1
| x(2k-2)

® ; >D
bdX blq b,

= - y(2k)

bO b1 b2
+ n y(Zkr])
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DSP Design

Parallel 3-Tap (4)

$(0) = b, x(0) + b, x(~1) +1b,x(~2)
y(H)=b x(l),+.b—x(0')+b x(—1)

2 Inputs - - D 5
_______ - 1 x(2k-2)

- D

bO b1 b2
n n y(2k+l )
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DSP Design

Parallel 3-Tap (5)

{.V(O) =b,x(0)+ b, x(—1) + b,x(-2)

y(1) i b,x(1) I b,x(0)+ b,x(—1)
2 Inputs T: - D 5
: @
bo(>T<) b, b,
n y(2k)

b,
n y(2k+1)
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DSP Design

Parallel 3-Tap (5)

{.V(O) =b,x(0)+ b, x(—1) + b,x(-2)
y(1) =byx(1) 4 b, x(0) J[ b,x(-1)

"""
G@ert) P ey
=D
*

2 Inputs ‘
2 D
bo@% b, b,

h y(2k)
b, b,
.......................... P y(2kr)

Steffen Malkowsky, Dept. of Electrical and Information Technology, Lund University, Sweden-www.eit.lth.se



DSP Design

Parallel 3-Tap (5)

y(0)=b,x(0)+ b, x(—1)+ b,x(-2)
y(1) = byx(1) + b,.x(0) 4B, (-1}

{ :
D s®|
n i y(2K)
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DSP Design

Parallel Processing (cont’d)

* Note: The critical path of the block (or parallel) processing
system remains unchanged. But since L samples are
processed in 1 clock cycle, the iteration (or sample) period is

given by the following equations:

T,.=T, +2T, ‘for a 3-tap FIR filter‘
— 7T — ]L'lock
sample
L

T,

iteration

— S0, it is important to understand that in a parallel system

Tsamp,e F* Tc,ock, whereas in a pipelined system Tsamp,e - Tc,ock
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DSP Design

Parallel Processing (cont’d)

 Why use parallel processing when pipelining can be used equally well?

— Consider the following chip set: when the critical path is less than the 1/O
bound (output-pad delay plus input-pad delay and the wire delay between
the two chips), we say this system is communication bounded

— So, we know that pipelining can be used only to the extent such that the
critical path computation time is limited by the communication (or 1/0O)
bound. Once this is reached, pipelining can no longer increase the speed

Chip 1 Chip 2
output communication _ input
pad pad

computation

«

Steffen Malkowsky, Dept. of Electrical and Information Technology, Lund University, Sweden-www.eit.lth.se



DSP Design

Parallel Processing (cont’d)

— So, in such cases, pipelining can be combined with parallel
processing to further increase the speed of the DSP system

— By combining parallel processing (block size: L) and pipelining
(pipelining stage: M), the sample period can be reduced to:

1

— clock

iteration sample — L M

— Parallel processing can also be used for reduction of power
consumption while using slow clocks
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DSP Design
Parallel Processing- Converters

« A serial-to-parallel converter
Sample Period T/4

T/4 T/4 T/4
X L[p > D > D
| | | 43
Tﬁ _________ Tﬁ _______ T iﬂ' _________ Tﬁ
x(4k+3) x(4k+2) x(4k+1) x(4k)
« A parallel-to-serial converter
y(4k+3) y(4k+2)  y(4k+1) y(4k)
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DSP Design

Pipelining
and
Parallel Processing
for Low Power

NN S=
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DSP Design

Power Dissipation

Two measures are important
* Peak power (sets dimensions)

P

peak — VDD X IDDmaX

* Average power (battery and cooling)

V.. r.
aV: ;D J‘lDD(t) dt

0

or rather ’the energy”.
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DSP Design

Power consumption in CMOS

Gaining more
importance with
technology scaling

a =
+P +P

denamic short-circuit static

BB

The one we will look at
and reduce with
pipelining and
parallelism

P

total —
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DSP Design

CMOS Power Consumption

P..= +P

tot ~ — dynamic

=ofC,V;, Vi, I+ 1

+P. .=

hort-circuit static

leakage

o = probability for switching

C,=C

charge
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DSP Design

Short Circuit - Current Spikes

Current peak when both N- and PMOS are open
u
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DSP Design

Static Power Consumption
due to leakage current

Vb
I:’stat _Ileakage X VDD

Drain Leakage _
$ l leakage lieakage iNCreases

with decreasing V;
Subthreshold

Current
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DSP Design

V; Scaling: V; and |y Trade-off

Performance vs B
Leakage: =
VT J’ E> IOFF T ﬁIOFFL

loFFH

Vi Vu
Ve

= As V; decreases, sub-threshold leakage increases
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DSP Design

Dynamic Power Consumption
Assumed that V,;,=Vpp

— Y Energy charged in a capacitor
DD E. = CV2/2 = C,Vpp2/2

Charge

Energy E. is also discharged, i.e.

c{ E¢t= CL Vpp?

I q Power consumption
= P = C_ Vpp?f (=Cyot Vo? )
\ 4

LB

Since squared most
— — efficient to reduce P
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DSP Design

Reduce...

Capacitances
* Transistor/Gate C
 Load C
 Interconnects, more and more important
* External

Activity
Frequency

Power supply — squared so most efficient

...without reducing performance?.

Steffen Malkowsky, Dept. of Electrical and Information Technology, Lund University, Sweden-www.eit.lth.se



DSP Design

Propagation Delay in CMOS

T CL -VDD , kOC,UaKaCox

M eV — Vi) L

if V,, >V,

Tpd — CL — l ‘proporﬁonal to
kVpp Vop
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DSP Design

Pipelining, power consumption

a b
x(n) éx ax(n) abx(n)

a b
0 1

ax(n) ax(n-1)
Critical path cut in half

- double f = double throughput
or

abx(n-1)

P=fcCV,’

- same f = double time for mult = reduced V',
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DSP Design

Reduction of Critical Path

Propagation delay of the original filter and the
pipelined filter

Sequential (critical path):

“Eﬂ

e

Q

Eﬂ

s

aQ

"Eﬂ

s

aQ
N
R
B
N
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DSP Design

Pipelining, power consumption

— The power consumption in original architecture

Pseq =f CL VDDZ

— The supply voltage can be reduced to ,8 VDD ’ (0<,B <]).
Hence, the power consumption of the pipelined filter is:

Ppipe — f CL (ﬂVDD)Z :ﬂzl)seq

Steffen Malkowsky, Dept. of Electrical and Information Technology, Lund University, Sweden-www.eit.lth.se



DSP Design

Pipelining

Propagation delays of the sequential and the pipelined architecture:

T = C, Voo T :(CL/M)‘:BVDD
- k(VDD R VT)2 o k(IBVDD - VT)2

The capacitance in each
stage has been reduced.

Since the same f is maintained = Tseq=Tpipe

M(IBVDD _VT)2 — lB(VDD _VT)2
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DSP Design

Pipelining

M(IBVDD _VT)2 — IB(VDD _VT)2

x(n)

Tmult =3
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DSP Design

Pipelining

M(IBVDD _VT)2 — IB(VDD _VT)2

x(n)

Tadd =
Tmult =3
original — Tmult T 4]-;1dd — 7t7/l rl: M . Z
1 Pipelined — A7 g =4t 4

If M doesn’t divide the critical path evenly you have to use the *real M ”’,

i.e. how big is the actual reduction of the critical path.
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DSP Design

Example: simple datapath

P=fCV’ a b c

C = the total f—» Register | -~ Register| = Register

switched —
capacitance | \
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DSP Design

Pipelining

Increased C due to register

-

plpe

— fxl. IC><(0 58V)’ =0.37P

“TTT" _ Plpellne

Register

| —> Register >

+___Llstage

Compare
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DSP Design

Power in sub-V; with Pipelining

AMA = Addition-MuItipIication-Addition

a ba ba
(W) o R
;\ ) |\—|—/. a ba  b: a | ba b -a ----- b-a ----- 5 i.--.j_a _____ b_
a*‘? _____ a +_b ____a _+ PL‘_/__?f? I L/‘yj N t‘/i\J L/X\ tq/ ,/X\ \, L/>’<\
6% ) \CY \Z > \/ %Y, 2/ % \/
\2 >/ axbLﬂ axb axb axb axb axb axb axb
(atb (a+b) RS T P Sy Ny
------------- Rl ) ® S &
(1) (axb)? (axb) (axb)* (axb)-
N 5ot S
2(a+b)’ - .
N )-l- \<X> )
(a+b)* | (axb)* |
_______________ ST

MT = Multiplication Tree
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DSP Desinn

Energy/cycle [J]

0.15 0.2 0.25 0.3 0.35 0.4

Figure 6.6.: Energy per cycle vs Vpp @max freq. for the two
designs corresponding to the pipelines
Power decreases up to a point and then
increase due to increased overhead.

From PhD thesis Design Space Exploration of Digital Circuits for
Ultra-low Energy Dissipation by Yasser Sherazi, January 2014
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DSP Design

Parallel Processing

a b
x(n) X ax(n) .é<>_abx(n) x(0), x(1), X(2)...

ﬁ}c

d
x(2k+1) i ax(2k+1) abx(2k+1)
X x(1), x(3), x(5)...

Two samples are processed in parallel

- same f but two samples = double throughput
or

- reduce f and two samples = same throughput and reduced V',
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DSP Design

Parallel Processing for Low Power

— Total capacitance, C, is increased by L

— To maintain the same sample rate
f is reduced by 1/L

—f reduced = V5, can be reduced
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DSP Design

Parallel Processing

k=0,1,2,3...

a b
x(2k) é( ax(2k) é abx(2k)  x(0), x(2), x(4)...
a b
x(2k+1) i ax(2k+1) é abx(2k+1)
X x(1), x(3), x(5)...

(IBVDD )2 —

P.. =XC,

Pt
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DSP Design
Parallel Processing for Low Power

Sequential (critical path):

Tseﬂ
F———— %)

Parallel: (critical path when L=3)
3T

seq

3T

seq

3T

seq

(BV,)

Propagation delay of the L-parallel system is given by

Tpar:L'z—;eq: C:'L.IBVYDD 2:L CL.VDD 5
k(IBVDD _VT) k(VDD _VT)

- -

L()BVDD T VT)2 — :B(VDD T VT)2
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DSP Design

Parallel Processing
2.15 due to mux

-
P =0.5fx2.15C x(0.58V)° = 0.36P
b

par
a C a b c

—§—>Register + Register | > Register | —E*Register + Register | > Register

72 = 7 S=
AV v

L v L J
Compare ? Compare

Steffen Malkowsky, Dept. of Electrical and Information Technology, Lund University, Sweden-www.eit.lth.se



DSP Design

Parallel Processing and Pipelining

P

par, pipe

= 0.5f x 2.35C x (0.4V)’ = 0.19P

a b C a b Cc
R e e e I e e e —
) = Register| = Register| > Register = Register| - Register| > Register

r :— -_— - NN I S S S - S S - - :_ - - — N I S S S S . - - - e e e .

y

[ % Register + Register Register + Register I

v | J |

Plpellne Compare Compare
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DSP Design

Summary - The Effect of
Pipelining and Parallelization

We have seen that the power can be significantly reduced in a system using
pipelining and parallelization.

Pipelining only
= fx1.1ICx(0.58V)’ =0.37P l _____________________________________ i _________________________________________________________ |

Pll’e

f—> Register| + Register| * Register
Parallelization only \_*
P, =0.5f x 2.15C x (0.58V) = 0.36P 5 \

Pipe- and Parallelization

P, . =0.5fx235Cx(0.4V)’ 40.19P Compare

e e
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DSP Design

End of Lecture 4
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