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Abstract

Estimation of radiation damage to electronics is complex and requires knowledge
of several disciplines. Such estimation is important in the assessment of design and
construction of systems in radiatory applications. This can be used to approximate
the lifetime of electronics and to develop strategies for both ensuring reliability of
the equipment and for financial optimization. To understand the interaction of
radiation with matter, nuclear physics and the concept of fundamental forces and
cross sections has been applied. Physics of devices has been investigated in or-
der to understand the different types of damage and errors that may occur as a
consequence of irradiation. Lastly, mapping and analysis of radiation, as well as
response functions of electronics, are needed to predict radiation damage. Monte
Carlo N-Particle Transport Code (MCNP) has been used to calculate the gamma
and neutron radiation in the front-end building of the European Spallation Source.
The radiation has been characterized in terms of quantities and energy spectra.
stram is a software tool developed in this project, for revealing the radiation ab-
sorbed by electronics. The tool folds radiation maps with response functions of
electronics, thus determining the absorbed dose. Consequently, this can be used to
find the optimal location of a device, should it be feasible to be chosen arbitrarily.
Otherwise, necessary shielding measures or conclusions regarding other options,
can be derived from the results. This report presents research regarding radiation
effects on electronics as well as the capabilities of stram for estimation of radi-
ation damage. stram demonstrates applicability in all radiatory environments,
provided a radiation map is generated.
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Chapter 1
Introduction

In this chapter, the project will be motivated and described, and the contribution
of the developed software tool will be presented. This introduction provides a
qualitative idea of the thesis as well as an overview of the various chapters of the
report, the latter is found in the thesis outline.

1.1 Motivation

Due to the radiatory environment in an accelerator, it is of great importance to
study the radiation effects on electronics a priori the design of the electrical equip-
ment layout. Furthermore, one must understand the limitations of such research.
This is a necessity for making informed decisions regarding which candidate de-
vices to use, where to locate them and, possibly, how to shield them. A device
located at an unfavourable position may absorb a large quantity of radiation, caus-
ing data corruption and physical damage. These matters are crucial to account
for in order to ensure that: data will not be corrupted, the up-time is maximized
and the disposition of equipment is financially sustainable.

In order to withstand greater doses of radiation, radiation hard devices can
be used. However, there are prevailing issues of radiation hardness calibration.
The standard calibration is performed with 60Co as a gamma source. 60Co emits
two energies of gamma radiation, 1.17MeV and 1.33MeV, which in this thesis is
asserted to be insufficient for radiation hardness calibration. This issue is one of
the great factors motivating the research presented throughout this thesis, and
will be further discussed.

Furthermore, a software tool for mapping of radiation in terms of flux and
energy spectra and its energy deposition in materials and devices is needed. This
tool will be used for finding the magnitude of absorbed dose in electronics and
materials.

1.2 Project specification

The main goal of the project is an assessment of the radiation impact on electronic
equipment in the Front-End Building (FEB) of the European Spallation Source
(ESS). The type of radiation of interest is ionizing gamma and neutron foremost,
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2 Introduction

however non-ionizing effects such as atom displacement is also discussed. It is
desired to develop a tool to integrate the physical information from Monte Carlo
radiation transport codes with the engineering requirements for electronics. The
aim is to map, analyse and protect the electronic circuits against radiation in the
accelerator tunnel of the ESS. To assess the radiation damage to electronics, it is
necessary to calculate and simulate the neutron and gamma energy spectra and
fluxes. Furthermore, the quantities used to predict radiation damage must be
characterized and the energy spectra are to be folded with response functions of
electronics and materials. This is a very important and complex issue. In this
thesis, the focus must be put on a specific part of the accelerator. As the FEB will
contain a large amount of electronics, this has been chosen as the main interest.
However, the tools, analysis and understanding from this work will find applica-
tions in all radiatory environments. Furthermore, the magnitude of importance
of this project is increased by the fact that there is a gap between experimental
physicists and electronic engineers.

The primary challenge is to obtain a realistic radiation map of the area where
one would like to install electronic equipment. At the ESS, Monte Carlo radiation
transport codes are used to produce such maps. To input the correct parameters
into the Monte Carlo codes, it is necessary to understand the physics of the accel-
erator and the processes creating neutrons. Insight in the microscopic processes
known as nuclear reactions is needed as well as getting acquainted with the world
of cross sections and interaction of radiation with matter.

The second challenge relates to electronic engineering. There are several phys-
ical processes that affect electrical circuits in radiation environments. This topic
is very wide and it has applications extending beyond particle accelerators: from
commercial aviation and satellites, to the International Space Station and the
Mission to Mars. The objective in this regard is to understand the physics of the
transistor and how it is affected by radiation. To achieve this, one must start from
the p-n junction and the diode. Furthermore, the various errors that may occur
in electronics due to radiation shall be studied and a certain focus must be chosen
for this thesis.

The third challenge regards programming capabilities. It is desired to develop
a tool that reads out maps of neutron and gamma fluxes, and spectra. This
information shall then be folded with response functions for different types of
electronic equipment and materials, thus providing a so-called absorption map
revealing the absorbed dose of a device in a given environment. This map will
be multidimensional, having three spatial coordinates, a scalar for the flux and a
vector for energy spectra. The energy spectra in each point of the absorption map
must be visualized in order to obtain sufficient arguments for whether a device
location is favourable. The result of this is a tool that does not yet exist, however
it is greatly desired.

There are, however, certain limitations, not the least in the understanding
of radiation effects on electronics. Such limitations are explicitly addressed in
Subsection 4.3.4.
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1.3 Contributions

This report presents an investigation of radiation effects on electronics and sheds
light on the prevailing issues regarding radiation hardness calibration. Partic-
ular interest is paid to the Metal–Oxide–Semiconductor Field–Effect Transistor
(MOSFET), motivated by its presence in all digital equipment e.g. processors and
memory devices. Furthermore, a novel software tool is developed for revealing the
absorbed dose by electronics, thus being used for studying the possible damages
to a device or material. The software demonstrates applicability in all areas where
radiation is present. It can be used for any element, material or device for which a
response function can be provided. The result of this software contributes to the
possibility of a future global collaboration as every research facility may partake
in the development of a library with electronics response functions. Such library
would, in time, potentially aid every research facility within the field.

1.4 Thesis outline

Chapter 2 introduces the reader to the necessary background theory of elemen-
tary particles and nuclear reactions, with respect to the fundamental forces.
The concept of cross sections is discussed and is of great importance for this
project. Furthermore, physics of devices is discussed with particular interest
in the transistor.

Chapter 3 presents the ESS and the concept of spallation. The linear accelerator
is discussed with particular interest paid to the FEB.

Chapter 4 describes radiation and how it is interpreted when applied to humans
with, a so-called, radiation weighting factor. Furthermore, the possibility
applying a similar weighting factor to electronics is discussed. The various
radiation effects and damages are presented and, finally, the current issues
concerning radiation hardness calibration is discussed.

Chapter 5 explains how radiation simulations are connected to probability the-
ory and the Central Limit Theorem, as well as cross sections and elementary
particles. The simulation code is discussed, and establishes a fundament to
the proceeding chapter.

Chapter 6 presents stram, a software tool developed in this project. The purpose
of the tool is to read maps of particle fluxes and spectra, fold the information
with response functions and produce a map revealing the expected absorbed
dose of a studied material or device.

Chapter 7 presents an analysis and evaluation of the project objectives. Further-
more, the chapter summarizes the key content of the thesis and presents the
final conclusions as well as a proposal for future work.



4 Introduction

Appendices presents the code documentation of stram and an example of the
numerical analysis method for automatic and accurate1 rebinning of response
functions. Also, empirical data provided by CERN, which is used for the
construction of a response function for nitrogen compatible with stram, is
presented. An example of radiation effects on cameras in particular is shown
and, finally, an experiment guideline proposal for L.E.N.A facility in Italy is
expressed.

1Accurate – In this context this refers to rebinning of response function histograms,
such that the new binning is designed to minimize the ∞− norm of the error.



Chapter 2
Background

Prior to the project it is necessary to understand the physics of the accelerator
and the processes creating neutrons. It is important to gain insight in nuclear
reactions, cross sections and the Central Limit Theorem, and their connection to
Monte Carlo methods.

2.1 Nuclear physics

2.1.1 Elementary particles and fundamental forces

In Figure 2.1, the standard model of all known elementary particles is shown.
Furthermore, the figure shows the mass, charge and spin of the particles.

All matter is made from the particles in Figure 2.1, and held together by the
fundamental forces presented in Table 2.1. To further investigate and understand
the behaviour of the particles, the properties of quarks and antiquarks are pre-
sented in Table 2.3. The spin, charge, baryon number etc. are intrinsic properties
of the particles. These properties determine the interaction with other particles.
The fundamental forces of the universe and the Boson mediators consist of the
following:

Fundamental forces Boson mediators
Nuclear strong gluons, g
Electromagnetism photons, γ
Nuclear weak W (±1), Z bosons
Gravitation gravitons, G 2

Table 2.1: Fundamental forces and Boson mediators.

Note that everything that has mass, is influenced by gravitation, everything that
has a charge is affected by electromagnetism and everything constructed by quarks
is affected by the nuclear forces. An overview of the fundamental interactions can
be seen in Table 2.2. Note that neutrons consist of one up and two down quarks
whilst the protons consist of two up and one down quark.

2The graviton has not been observed.

5



6 Background

Figure 2.1: The standard model of elementary particles [1].

Gravitation Electro-
magnetism

Nuclear
weak

Nuclear
strong

Protons, p+ × × × ×

Neutrons, n0 × × ×

Electrons, e− × ×

Table 2.2: Fundamental interactions.

To provide an intuitive idea of the various forces, consider a particle approach-
ing a target. In layman’s terms; depending on what forces the particle is affected
by, which are found in Table 2.2, the particle will see the target differently. A
proton will see the electromagnetic field as well as the nuclear forces of the nuclei.
A neutron will see the considerably sparsely3 distributed forces of the nuclei only.

3Sparse – here: The fields of force with which a neutron interacts, can be considered
sparsely distributed compared to the field experienced by a proton. A proton is influenced
by the nuclear forces as well as the electromagnetic field which acts over potentially
infinite distance as apposed to nuclear forces. Nuclear forces are powerfully attractive
between nucleons at short distances compared to electromagnetism.
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An electron, on the other hand, will see only the electromagnetic field. All three
particles will, however, also be affected by gravity. In other words, the particles
travel towards/through a target with different conditions. This will greatly affect
the cross section for interactions as will be discussed in Subsection 2.1.3.

Flavor Spin Charge Baryon
number

Strange-
ness Charm Truth Beauty

Quarks

u (up) 1
2} + 2

3e + 1
3 0 0 0 0

d (down) 1
2} − 1

3e + 1
3 0 0 0 0

s (strange) 1
2} − 1

3e + 1
3 -1 0 0 0

c (charm) 1
2} + 2

3e + 1
3 0 +1 0 0

t (truth) 1
2} + 2

3e + 1
3 0 0 +1 0

b (beauty) 1
2} − 1

3e + 1
3 0 0 0 +1

Anti-
quarks

ū 1
2} + 2

3e + 1
3 0 0 0 0

d̄ 1
2} + 1

3e − 1
3 0 0 0 0

s̄ 1
2} + 1

3e − 1
3 +1 0 0 0

c̄ 1
2} − 2

3e − 1
3 0 -1 0 0

t̄ 1
2} − 2

3e − 1
3 0 0 -1 0

b̄ 1
2} + 1

3e − 1
3 0 0 0 -1

Table 2.3: Properties of quarks and antiquarks [2].

2.1.2 Nuclear reactions

When a particle is incident on a nucleus, the incident particle may be scattered
elastically or inelastically. There is also a chance that the particle is absorbed by
the nucleus and other particles are emitted from the reaction. The so-called Q-
value, is the value of the amount of released or absorbed energy from the reaction,
where

Q = −(∆m)c2 [2] (2.1)
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If energy is released from a reaction, the reaction is said to be exothermic. In
that case, the Q-value is positive. If, however, energy is needed for a reaction to
occur, the reaction is called endothermic. This implies that the total mass of the
outgoing particles is greater than that of the incoming particles and the Q-value
is thus negative. The energy needed to start an endothermic reaction is slightly
more than |Q|. This can be derived from the fact that Q is the binding energy of
the target particles and the energy needed for an endothermic reaction is Q+ εk,
where εk is a sufficiently large amount of energy for the outgoing particles to have
kinetic energy enough to conserve momentum [2], [3].

2.1.3 Cross section

The Q-value is known for almost all possible nuclear reactions. However, the
probability of the occurrence related to a given nuclear reaction is difficult to
determine. The probability is used to identify how many reactions occur for any
given time and volume.

The concept of cross section is quite complex. To get an intuitive idea, one
may start by considering an analogy: When shooting at a target, the probability
increases as the projectile and/or the target increases in size, or more correctly,
when the largest cross section of the projectile and/or the target increases. With
this analogy, the cross section can be described as

σ = π(Rp +Rt)
2 [3] (2.2)

where Rp and Rt are the geometrical cross section radii of the projectile and the
target respectively.

Consider the arrow and the apple in Figure 2.2. In the top two figures, the
projectile and the target can be seen. To determine the probability of hitting
the target, we consider the cross section of the objects as seen in the bottom two
figures. As mentioned, however, cross section is in reality far more complex. In
the classical treatment, with the arrow and apple analogy, the cross section only
depends on the geometrical area of the arrow head and the apple. Since nuclear
reactions are governed by the laws of quantum mechanics, the geometrical cross
section in equation 2.2, is replaced by the energy-dependent quantity

σ = πň2 [3] (2.3)

where ňis the de Broglie wavelength reflecting the wave aspect of quantum me-
chanical processes as

ň =
mp +mt

mt

}
(2mpEl)1/2

[3] (2.4)

where El is the laboratory energy of the incident projectile of mass mp, mt is
the mass of the target nucleus and } = h

2π where h is Planck’s constant. Nuclear
charge and angular momentum may act to inhibit the penetration of the projectile
into the nucleus, which implies strong energy dependence of the cross section.
Furthermore, the cross section for a particular reaction depends on the nature of
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the forces involved. It may depend on spin, charge and other potential attributes
of the particle and nucleus involved.

As the cross section decreases, the challenge to empirically find σ increases
vastly [2], [3].

Figure 2.2: Arrow and apple cross section analogy.

2.2 Electronics and physics of devices

In order to understand radiation effects on electronics, particular interest is paid to
the MOSFET throughout this project. The MOSFET is one of the most common
and important components in embedded circuits for signal switching and power
amplification. Digital integrated circuits such as microprocessors and memory
devices can contain billions of MOSFETs. To provide sufficient insight in the
physics of a MOSFET, this section presents the p-n junction, the diode and the
bipolar junction transistor prior to the MOSFET.

2.2.1 p-n junction

To change the electrical properties of a semiconductor, impurities are intention-
ally introduced to the intrinsic material. This is performed with the purpose of
obtaining semiconductors with the possibility of a p-n junction and is called dop-
ing. The p- and n-doping is a fundamental concept to comprehend for the overall
understanding of modern electronics, not the least transistors. A p-n junction is
the interface between a p- and n-doped material.

If a doping atom has more valence electrons than a host atom, then the doping
atom will donate its extra valence electron to the conduction band. Therefore,
the doping atom is called a donor. If a doping atom with less valence electrons
than a host atom is introduced, the doping atom will accept an electron from
the valence band of the host atom, thus leaving a hole in the valence band of
the host atom. This type of doping atom is called acceptor. Doping with donors
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implies the aforementioned n-doping, and doping with acceptors is called p-doping.
Note that both an n- and p-doped material is neutral in itself, though electrons
are majority charge carriers in the n-type material, whereas holes are majority
charge carriers in p-type material. As shown in Figure 2.3, if a p-doped and n-
doped semiconductor are put together, electrons and holes will recombine in the
interface. Recombination causes the interface to lack free carriers and consists
only of ionized doping atoms. This recombination is a consequence of electron
concentration differences between the materials and it results in negatively charged
acceptors and positively charged donors.

Figure 2.3: The figure shows how the electrons and holes in the in-
terface of p-doped and n-doped materials recombine and create
charged acceptors and donors [4].

The recombination causes a diffusion current. Just as a drift current can be
formed by the electric field in a semiconductor, a diffusion current can be formed
due to concentration differences of electrons and holes. The electrons move from
the higher electron concentration towards the lower. If nothing prevents the elec-
trons to distribute themselves evenly, the diffusion current will cease. In electrical
components, such as the transistor, concentration differences are necessary for the
component to work. This will be made clear in the following subsections.

The diffusion current is described by the concentration gradient, i.e. the deriva-
tive of electron concentration with respect to displacement dndx , which describes the
reverse direction of the electrons as well as the magnitude of the current. The dif-
fusion current is defined as

In = e ·A · Ut · µn ·
dn

dx
[4]

where e is the elementary charge, A is the cross section area in the p-n junction,
Ut is the thermal voltage and µn is mobility of the electron in an electric field.
The diffusion yields the current through a diode which is constructed with a p-n
junction. The diode is presented in Subsection 2.2.2.

2.2.2 Diode

Consider two crystals, one p-doped and one n-doped both of which are homoge-
nously doped with the concentrations NA and ND respectively. As explained in
Subsection 2.2.1, a p-n junction is obtained by putting together the two crystals
as shown in Figure 2.3. Electrons move from n to p and holes move from p to
n. Electrons and holes will recombine. If nothing were to prevent recombination,
eventually, there would no longer be any free carriers in the interface and the
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Figure 2.4: The figure presents the concentration gradient due to
concentration differences between two reservoirs [4].

semiconductor would have homogenous charge distribution. However, as a donor
donates an electron, the donor atom becomes positively charged and therefore at-
tracts electrons from the rest of the n-doped material to the interface. The same
goes for holes being created on the p-side, causing a negative charge. This negative
charge will in fact prevent further electrons from moving from the n-side to the
p-side. This works analogously for the holes on the p-side. At this point, a p- and
n-doped area with free carriers are obtained, between which an area with ionized
doping atoms fixed in the crystals are found. The areas with free carriers is of low
resistance due to the mobility. However, the center area that has no free carriers
is of high resistance. This center area is called the Space Charge Region (SCR). In
other words, the SCR creates a barrier, preventing recombination of all electrons
and holes.

Note that the space charge area strongly resembles a capacitor. The difference
between the two concepts is that the SCR in a p-n junction is obtained by removing
free carriers rather than adding them, which is the case for a capacitor. When
the conductive plates of the capacitor is charged, a voltage is obtained across the
plates. The same phenomenon appears for the SCR and is called internal potential
and is a potential from the n-side to the p-side, i.e. positive to negative charge. If
the potential over the p-n junction is less than the internal potential, the diode is
said to be forward biased. If the potential over the p-n junction is greater than the
internal potential, the diode is said to be reverse biased. When a diode is forward
biased, the current increases exponentially with the applied voltage whereas the
current is constant, and markedly smaller, when the diode is reverse biased. This
is illustrated in Figure 2.5. In the ideal case, the current of a reverse biased diode
is defined by the gradient of the majority charge carriers on the low-doped side.
As this is constant, the current is also constant. Note that this is not true for any
voltage, however this will not be important during this discussions.

Consider now an external voltage across a conductor. This implies that the
charge on the plates is increased by supply of free carriers. For a p-n junction,
however, free carriers must be removed to cause the charge and thus, the SCR
increases. This means that the resistance increases as shown in Figure 2.5.
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Figure 2.5: The figures illustrate how applied voltage changes the
SCR. In figure a) no voltage is applied, the diode in figure b) is
reverse biased, yielding a larger SCR and the diode in figure c)
is forward biased, thus decreasing the SCR. [4]

2.2.3 Photodiode

The purpose of the photodiode is to transform light into current. When a photon
strikes a diode with an energy Eγ ≥ Ebandgap, where Ebandgap is the energy needed
to excite a valence electron in the diode, an electron will be excited from the valence
band to the conduction band. When this occurs, a free electron is generated in the
conduction band and a free hole is generated in the valence band. If a sufficient
number of photons are absorbed, then enough free charge carriers are generated
in order to change the conductivity of a diode.

Note that, when free electrons are generated on the neutral p-side in the diode,
they will not move in a definite direction rather than randomly. At some point,
corresponding to the lifetime of the free electron, it will recombine with a hole.
This implies that no net current is obtained. Analogously, no net current will be
obtained when free electrons are generated on the neutral n-side. The current in a
photodiode occurs when free charge carriers are generated in the SCR and driven
by the electrical field caused by the internal potential. When this occurs, electrons
move towards the n-side and holes towards the p-side.

There is in fact a certain probability that a randomly moving charge carrier
generated on the neutral n- or p-side may enter the SCR. However, this is merely
a minor contribution to the current generated by electron generation in the SCR.

The minimum energy needed for the photon to be absorbed and an electron
to be excited to the conduction band is the energy of the band gap, i.e. Eγ =
Ebandgap. If a photon is not absorbed, it may pass through the diode without
interaction or be reflected at the surface. A photon with Eγ ≥ 2Ebandgap, may
excite two electrons, though this is often neglected due to the improbable nature.

Note that a photon with Eγ ≥ Ebandgap is a necessary, yet not sufficient,
condition for the photon to be absorbed. A photon interacting with an electron
can only be described as a probability and is determined by the cross section
for a photon to be absorbed by an electron. However, it is of great relevance
to consider the quantum efficiency η(0 ≤ η ≤ 1). The quantum efficiency is
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defined as the probability of an incident photon to generate a free electron-hole
pair that contributes to a current through the diode, i.e. that do not recombine.
In a radiatory environment the quantum efficiency can be considered as the ratio
of the flux of generated electron-hole pairs contributing to current through the
diode, to the flux of incident photons. The quantum efficiency can be written as

η = (1−R)ζ[1− exp(−αd)] [5]

where R is the optical power reflectance at the surface, ζ is the fraction of electron-
hole pairs that contribute to current through a diode, α is the absorption coefficient
of the material (cm−1) and d is the depth of the diode, see Figure 2.6.

Figure 2.6: The figure depicts the effect of absorption on the quan-
tum efficiency η (hv is the energy of the incident photon, with
the notation used in [5]).

Note that the term 1−R represents the effect of reflection at the surface of the
diode and 1−exp(−αd) represents the fraction of the photon flux that is absorbed
in the bulk of the material. [4], [5]

The geometry and doping of a photodiode is designed such that it optimizes
the absorption. This is of course not the case for the diodes in a transistor, however
the physics is the same and absorption is yet occurring. When absorption occurs
in a transistor, e.g. in embedded circuits, it may result in undesired consequences
such as corrupted data or device malfunction. Such errors will be discussed in
Chapter 4.

2.2.4 Bipolar junction transistor

A transistor is a widely used semiconductor device, used for power amplification
and signal switching. It is one of the most essential and common active components
in electronics and therefore of great interest within research of radiation effects on
electronics.

The Bipolar Junction Transistor (BJT) is a p- and n-doped semiconductor
component. It has a thin layer of one type of doping in the centre, with material
of the other type of doping on each side, as presented in Figure 2.7. The three
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regions of the BJT are called emitter, base and collector. The BJT works in such
a way, that a small current through the base brings a larger current through the
collector and the sum of the currents exits through the emitter.

Consider two crystals with an asymmetrical junction where ND >> NA, i.e.
the concentration of donors on the n-side is much higher than the concentration of
acceptors on the p-side. This is often referred to as an n+p junction or n+p diode.
In order for a current to go through a forward biased diode, and not only within
the SCR, electrons need to be injected by drift current on the n-side. The drift
current causes the electrons to move from the electrode on the n-side to the SCR.
In the SCR, diffusion current and drift current work in opposite directions, the
diffusion current being the stronger, forces the electrons over to the p-side. The
diffusion current causes the electrons to move across the p-side to the electrode and
finally drift current transports the electrons through the electrode to the positive
terminal of the source.

Now consider the BJT as presented in Figure 2.7 which may be examined
as two parts, the forward biased base-emitter diode and the reverse biased base-
collector diode.

Figure 2.7: The bipolar junction transistor (BJT) consists of three
doped regions. The base-emitter is forward biased and the base-
collector is reverse biased.

Figure 2.8: The figure shows the idea of how a forward biased diode
is used to move electrons to the SCR of a reverse biased diode.
The forward biased diode, base-emitter, works as an electron
generator and the reverse biased diode, base-collector, collects
the electrons. [4]
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Electrons move from the n-side of the forward biased diode in Figure 2.7, to
the SCR of the reverse biased diode and finally to the n-side of the reverse biased
diode. As the current is defined in the opposite direction of the electrons, the
current moves from the collector to the emitter.

Now recall the aforementioned n+p-diode. The concentration of donors on
the n-side is much greater than the concentration of acceptors on the p-side, i.e.
the electron current is much greater than the hole current and the hole current
may therefore be neglected. Consider two n+p-diodes constructing a BJT. A large
electron current flows through the collector and a minor hole current flows through
the base, the latter being negligible. The current flowing through the emitter is the
sum of the two former currents, approximately with the magnitude of the collector
current.

It is now possible to draw the conclusion that a minor current through the
base will consequently cause a large current through the collector and thus a
large current out of the emitter. This is very beneficial as the base current can
be controlled, which in its essence yields the ability to control and amplify the
emitter current. However, in order to use this amplification, sufficient power must
be supplied to the collector. The ability to control and amplify the emitter current
is the very essence of the component which has hereby been described.

Figure 2.9: The figure illustrates the amplification of an input signal
on the base of a BJT, given a sufficient voltage, Ucc from a
power supply [4].

2.2.5 MOSFET

In this report, focus will be put on the MOSFET. As the name suggests, the
MOSFET consists of a semiconductor with an oxide-surface, which has a metal
connection on top. In its essence, it resembles a capacitor with one plate made of
metal and one plate made of a semiconductor, with oxide insulation in between.
The MOSFET commonly handles very small currents and voltages. They are
usually embedded in digital circuits, where small currents are desired to minimize
the energy consumption.

For an explanatory comparison, consider the capacitor. A voltage over the
capacitor will yield a positive charge on the plate connected to the positive side of
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the source, and a negative charge on the negative side of the source. Analogously,
a positive voltage over a p-type semiconductor yields a positive charge on the
surface, i.e. an increased hole concentration. This is called accumulation. A
negative voltage implies a negative charge caused by repulsion of holes and the
surface thus consists of ionized acceptors, as in the SCR of a diode. However,
the acceptors are immobile and thus causes resistance close to the surface of the
p-substrate, while a negative charge consisting of free electrons would give rise to
inversion. Inversion implies an inversion of charge carriers. A sufficiently large
voltage yields more electrons than holes on the surface and the p-type has been
inversed to n-type. A layer of inverted charge carrier concentration is obtained and
the layer in proximity to the surface is called inversion channel. This is illustrated
in Figure 2.10. As the charge carrier type is inverted at the surface, a p-substrate
MOSFET is called n-MOS, and vice versa for n-substrate MOSFET.

Figure 2.10: In figure a), a cross section of a MOSFET without
applied voltage is seen. In b), a sufficient voltage is applied,
yielding an inversion channel between the source and the drain.

Charge carriers are supplied to the source, the gate creates the inversion chan-
nel and the charge carriers are extracted from the drain. When no voltage is
supplied, the transistor in Figure 2.10 resembles a BJT. The most significant dif-
ference is that the distance between the n-doped materials is larger in the MOS-
FET. This implies that it is in fact two opposing diodes, meaning that no current
is flowing through an inversion channel in either direction as a reverse biased diode
will be seen in both directions. If a sufficiently large voltage is applied on the gate,
however, the gate will generate an inversion channel allowing free electrons to pass
between source and drain. At this point, a voltage over source and drain will yield
a source-drain current. The smallest voltage necessary for the gate to generate an
inversion channel is called threshold voltage.

For the purpose of investigating radiation effects on electronics, the inversion
channel, in particular, is of great interest. Recall the discussion in Subsection
2.2.2, explaining that the current of a reverse biased diode is defined by the con-
centration gradient of charge carriers. A larger gradient implies a larger current.
In a MOSFET, the current is given by the voltage difference between source and
drain, and the resistance in the inversion channel. This current is a drift current.
For low source-drain voltages, the current is increasing seemingly linearly as the
voltage increases as seen in Figure 2.11. Note that no current is flowing through
the gate, as apposed to the BJT.

The digital switching of a MOSFET depends on the inversion channel. When
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Figure 2.11: The figure illustrates how the drain-source current
depends on drain-source voltage and gate-source voltage [4].

an inversion channel is present, a drift current flows between source and drain.
In digital circuits, this is defined as 1 and otherwise it is defined as 0. As the
digital data consists of these zeros and ones, the data will be corrupt if there is
an undesired switch flip, or bit flip if you will. This can occur through various
radiation related phenomena. This background theory is important for further
discussions in Section 4.3, where the radiation effects on electronics are presented.
[4]
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Chapter 3
ESS

For the purpose of understanding the coupling of the theory hitherto discussed and
its application at the ESS, it is preferable to provide some insight in the various
parts of the accelerator prior to the presentation of radiation and its effects of
electronics. Particular attention has ben given to the FEB, which is presented in
Subsection 3.2.1.

3.1 Spallation

Spallation is the process where a heavy nucleus emits particles, including neutrons,
after being hit by a high energy particle.

At the ESS, this is achieved by means of a particle accelerator and a heavy
metal target. Protons are derived from hydrogen and are accelerated close to
the speed of light4, from 75 keV to 2GeV, in the linear accelerator tunnel under
vacuum. At the end of the accelerator tunnel, the monolith is located. The proton
beam passes a so-called Proton Beam Window, which separates the high vacuum
of the accelerator beam tube from the helium atmosphere in the monolith. The
proton beam then collides with a flat cylinder target wheel made of tungsten.
The collision between protons and nuclei of the target will consequently scatter a
collection of high-energy neutrons in all directions.

Scattered neutrons enter the moderator and reflector system consisting of 20K
parahydrogen5 moderators, inside an inner reflector of beryllium. These compo-
nents will be kept at their desired operational temperature by dedicated cooling
systems. The moderators are vessels with liquid parahydrogen for slowing down
the high-energy neutrons. When a high-energy neutron collide with a proton, mo-
mentum is transferred from the neutron to the proton causing the velocity of the
neutron to decrease and the velocity of the proton increase. However, as the proton
is affected by electromagnetic interactions, as apposed to the neutron, the proton

4Protons are accelerated to approximately 90% of the speed of light
5Parahydrogen possesses particular attributes in terms of spin. As opposed to ortho-

hydrogen, the proton spins of parahydrogen are aligned antiparallel. When a neutron
collides with the parahydrogen, the neutron transfers momentum to the proton and de-
posits further energy to convert the parahydrogen into orthohydrogen. Through this
phenomenon, parahydrogen can more efficiently moderate the neutrons.

19
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will quickly lose energy and thus the moderator and reflector system remains very
efficient and stable.

The reason for hydrogen to be the element of choice in the moderator, is the
fact that the mass of neutrons and of protons are nearly the same. Consequently,
the neutron can pass almost all its energy to a proton. However, the absorption
cross section is very low, thus the risk for the neutron to die is very small.

The scattered neutrons can exit the moderator system through, up to, 48 beam
ports. This way, the stream of neutrons is directed towards an array of scientific
instruments. Each of these instrument stations is uniquely calibrated to observe a
different set of interactions between the neutron beam and the material or tissue
sample the experiment is designed to analyse.

The more neutrons that are obtained, the better the resolution of the results
will be obtained. The phenomena to observe is in fact the neutrons’ interaction
with the studied material or tissue. One may investigate how the neutrons collide
with the sample, how they pass through it or how they interact with, for example,
the electromagnetism present in the sample. [6] [7]

3.2 Linear accelerator

A simple schematic of the accelerator is presented in Figure 3.1. The red colour
coding represents the normal conducting linear accelerator, or “linac” as it is often
called. The blue represents the superconducting linac and finally, the target is
seen in the circular block.

Figure 3.1: Updated block diagram of the linear accelerator pre-
sented in the Technical Design Report in [7].

3.2.1 Front–End Building

A software tool is developed in this project as mentioned in the project specification
in Section 1.2. The tool’s application at the ESS is demonstrated primarily in the
FEB. Therefore, the various sections of the accelerator in the FEB is of particular
interest in this report. Note however, that the radiation in the FEB depends
not only on the accelerator sections in the FEB. Much of the radiation in the
FEB is contributed by the Drift Tube Linac (DTL), which is the first section in
the accelerator tunnel, i.e. after the FEB. In fact, through simulations it has been
shown that about 80% of the radiation in the FEB is contributed by the DTL. The
FEB has an underground housing for the ion source, Low Energy Beam Transport
(LEBT), Radio Frequency Quadrupole (RFQ), and the Medium Energy Beam
Transport (MEBT).
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The normal conducting accelerator, represented in red colour in Figure 3.1,
is also called the warm linac. This is where protons are created and accelerated
to 90MeV. The first section is the Electron Cyclotron Resonance Ion Source, i.e.
the source. In the source, hydrogen plasma is produced by superimposition of
the electrons with a high frequency electromagnetic wave at the electron cyclotron
resonance frequency. The interaction generates hot electrons, which are then able
to ionize the atoms. The ESS proton source design merges several solutions with
a flexible magnetic system to produce magnetic profiles of higher currents and
proton fractions [7].

The proton beam created in the source enters the LEBT. In the LEBT, the
beam is further focused and chopped with sharp flanks to prevent the beam from
continuing in the linac before the source output has stabilised. The focused and
chopped beam then enters the RFQ where the beam is accelerated to 3.6MeV.
Next, the beam enters the MEBT, which has four functions:

1. Use optics to steer the beam from the RFQ to the DTL.

2. Use beam instrumentation to obtain information about the condition and
location of the beam.

3. Collimate the beam.

4. Chop the beam (faster than the LEBT chopper).

The radiation in the FEB largely consists of neutrons and gammas and, through
simulations results it has been determined that other particles are negligible.

Figure 3.2: Preliminary schematics of the front-end building of the
ESS [8] [9].

An open discussion at the ESS regards the desire of locating cameras in the
FEB. The manifestation of possible radiation effects on cameras can be seen in
Appendix D.
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3.2.2 Accelerator tunnel

After the MEBT, the beam exits the FEB and enters the tunnel. First, the DTL
is entered. In the DTL, the protons are accelerated to approximately 90MeV.
The beam then enters the superconducting linac, which is colour coded in blue in
Figure 3.1. In the three superconducting niobium cavities, operating at a nominal
temperature of 2K, the protons are accelerated from 90MeV to 2GeV. First off
is the Spoke section consisting of 14 double-spoke cavities in 14 cryomodules with
superfluid helium cooling provided by the cryogenic system. The niobium cavities
resonate at a frequency of 352.21MHz, and the electromagnetic field accelerates
the protons to 216MeV. The next section, Medium-β, consists of elliptical cavities
with four five-cell cavities per cryomodule, accelerating the protons to 561MeV.
This is followed by the high-β of the same concept, which accelerates the protons to
2GeV. The last part of the tunnel is the High Energy Beam Transport (HEBT),
which transports the beam to the target at approximately 90% of the speed of
light. [6] [7]

3.2.3 Target station

The main function of the target station is to convert high-energy proton beam from
the accelerator into low-energy neutron beams with the greatest possible efficiency,
safety and reliability. There are three groups of target station subsystems6 [6] [7]:

1. Target monolith and associated subsystems interact directly with pro-
tons and/or neutrons. It includes:

• The proton beam window, which separates the high vacuum in
the accelerator from the atmospheric-pressure inert helium gas inside
a large vessel in which all of these systems are housed. They form,
together with the tight container, the target monolith, which takes
the shape of a 12 m diameter and 10 m high cylinder.

• The rotating target wheel system, which is a rotating tungsten
wheel as earlier mentioned. It distributes the irradiation over a large
volume of target material. After periods of operation, the target emits
significant amount of after-heat, gradually decaying in time.

• The moderator-reflector assembly, which surrounds the target
and will transform the fast neutrons into slow neutrons and thus mak-
ing them useful for research. The ESS target station will contain two
liquid-hydrogen moderators with a volume of about 2.5 l each, partially
surrounded by water pre-moderators. The moderators are placed in-
side an inner reflector of about 1m3 of beryllium. These components
will be kept at their desired operational temperature by dedicated
cooling systems. These systems will not emit significant after-heat.

6Caveat – The information presented in this subsection is based on the preliminary
design presented in the Technical Design Report in [7]. Several of the design choices may
change prior to the construction.
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• The beam extraction system, which guides the slow neutrons to
neutron scattering experimentalists. The beam-extraction system will
consist of more than 40 beam tubes arranged in four sectors with a 60o

to 65o horizontal angular spread. Each beam tube will be equipped
with a beam shutter within the target monolith. The beam shutters
assure that the residual radiation escaping through the closed beam
line is reduced to safe working levels at the wall of the target monolith,
when the target station is not in operation. The monolith will be
surrounded by a combination of integrated and individual radiation
shielding for each beam line. This is to guarantee safe working access
to the areas outside of these shielding structures all the time, including
during full power operation.

2. Fluid systems including the closed cooling circuits and the radioactive
gaseous effluents and confinement system.

3. Handing and logistics subsystem includes active cells, caskets and re-
mote handling systems. These subsystems transport, exchange, maintain,
process, package, store and release the used radioactive components from
the target station operation.
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Chapter 4
Radiation

Radiation and its connection to matter is discussed throughout this chapter. This
thesis sheds light on gamma and neutron radiation foremost though particles as
muons, betas, and alphas are also mentioned. Furthermore, a parallel between
radiation effects on human tissue and on electronics is presented in this chapter.
Finally, the issues of radiation hardness calibration is discussed.

4.1 Radiation effects on human tissue

Regarding glossary in the area of radiation, the Compendium of Dose Coefficients
by ICRP states many useful terms. Several of these terms regard radiation ex-
posure to human tissue and, interestingly, there is a radiation weighting factor.
This factor serves the purpose of providing an estimate of the radiation damage on
human tissue. In other words, the value of any given dose is modified depending
on the type, and in some cases the energy, of the incident particle. Such weighting
factor will later be discussed and motivated to be a possible approach even for
electronics:

“Absorbed dose (D)
The physical dose quantity given by D = dε̄

dm where dε̄ is the mean energy im-
parted by ionising radiation to matter in a volume element, and dm is the mass of
matter in this volume element. The SI unit for absorbed dose is joule per kilogram
(J/kg) and its special name is gray (Gy).

Committed effective dose [E(τ)]
The sum of the products of the committed organ or tissue equivalent doses and

the appropriate organ or tissue weighting factors (wT ), where τ is the integration
time in years following the intake...

Committed equivalent dose [HT (τ)]
The time integral of the equivalent dose rate in organ or tissue T that will be

received by an individual following intake of radioactive material into the body,
where τ is the integration time in years following the intake...

25
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Effective dose (E)
The sum of the weighted equivalent doses in all tissues and organs of the body,

given by the expression E =
∑
T wTHT , where HT is the equivalent dose in organ

or tissue T , and wT is the weighting factor for tissue T .

Equivalent dose (HT )
The equivalent dose, HT,R, in tissue or organ T due to radiation R, is given

by HT,R = wRDT,R where DT,R is the average absorbed dose from radiation R
in tissue T and wR is the radiation weighting factor. Since wR is dimensionless,
the units are the same as for absorbed dose (J/kg) and its special name is Sievert
(Sv). The total equivalent dose HT is the sum of HT,R over all radiation types:
HT =

∑
RHT,R.

Kerma (K)
The quotient of dEtr by dm, where dEtr is the sum of the initial kinetic ener-

gies of all the charged ionising particles liberated by uncharged ionising particles
in a volume element of mass dm, thus K = dEtr

dm ...

Radiation weighting factor (wR)
The radiation weighting factor is a dimensionless factor to derive the equivalent

dose from the absorbed dose averaged over a tissue or organ, and is based on the
quality of the radiation.” [10]

4.2 Radiation weighting factors

Regarding the equivalent dose HT , the weighting factors for tissue, wT , there is a
certain inconsistency between different publications.

In the Swedish Radiation Safety Authority (SSM)7 Regulatory Code [11], the
weighting factors somewhat differ from the same authority’s special conditions for
the ESS facility in Lund [12] as seen in Tables 4.1 and 4.2. In fact, they both differ
from the statements of ICRP in [13], whose results can be seen in Table 4.3.

Radiation type & energy wR

γ, β, µ 1

n, E(MeV) 5 + 17e−
(ln(2E))2

6

p, except recoil protons, E > 2MeV 5

α
nuclear fission products 20
heavy nuclei

Table 4.1: Weighting factors for radiation from the SSM Regulatory
Code [11].

7SSM – Strålsäkerhetsmyndighetens
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A graph depicting the three different radiation weighting factors for neutrons
is shown in Figure 4.1. SSM’s regulatory code is a smooth function whilst their
special conditions for the ESS consists of three functions which seem to have non-
smooth handshakes. In fact, by analysing the formulas in the points of handshake,
the following results are found:

E = 1MeV ⇒

 d
dE (2.5 + 18.2e−

(ln(E))2

6 ) = 0.000

d
dE (5.0 + 17.0e−

(ln(2E))2

6 ) = −3.626

E = 50MeV ⇒

 d
dE (5.0 + 17.0e−

(ln(2E))2

6 ) = −0.015

d
dE (2.5 + 3.25e−

(ln(0.04E))2

6 ) = −0.014

As seen in the first handshake, i.e. at E=1MeV, there is quite the difference
in the gradient of the handshake point. The gradients in the second point of
handshake, E=50MeV, are not as different, yet not identical.

Radiation type & energy wR

γ, β 1

n En < 1MeV 2.5 + 18.2e−
(ln(E))2

6

n 1MeV < En < 50MeV 5.0 + 17.0e−
(ln(2E))2

6

n En > 50MeV 2.5 + 3.25e−
(ln(0.04E))2

6

p, charged π 2

α 20

Table 4.2: Weighting factors for radiation from the SSM’s special
conditions for the ESS facility in Lund [12].

A similar weighting factor may be very desirable for electronics. This matter
is motivated and shortly discussed in Section 7.1.
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Radiation Energy wR

γ, β, µ 1

< 10keV 5

10keV − 100keV 10

n 100keV < En < 2MeV 20

2MeV < En < 20MeV 10

> 20MeV 5

p, other than recoil, > 2MeV 5

α

nuclear fission products 20

heavy nuclei

Table 4.3: Weighting factors for radiation from ICRP Publication
60 [13].

Figure 4.1: Radiation weighting factors for neutrons.

4.3 Radiation effects on electronics

Radiation effects on electronics can be divided into two main categories, cumulative
effects and Single Event Effects (SEE). In this section, the weight will be put



Radiation 29

on cumulative effects, particularly Total Ionizing Dose (TID). TID is of great
importance in this report as it connects much to the MOSFET, which has been
thoroughly studied as it is found in all digital circuits.

4.3.1 Cumulative Effects

This type of effects build up over time and do not manifest any symptoms until
the accumulation of affecting events are sufficiently severe. There are mainly two
types of cumulative effects, the aforementioned TID and Non Ionizing Energy Loss
(NIEL).

TID may cause a shift of threshold voltage in MOSFETs due to trapped charges
in the SiO2 gate insulator. Recall the MOSFET in Subsection 2.2.5. When
high energy particles strikes the transistor substrate, a shower of particles scatter
causing ionization. This can lead to charges being trapped in the SiO2 gate
insulator. Furthermore, if SiO2-bindings are broken by photons, the SiO2 becomes
ionized and again, charges can be found in the insulator. These charges shift
the threshold voltage Uth. The trapped charges may also generate an inversion
channel, thus causing a drift current IDS . In this event, the digital signal will
be 1 regardless of the desired signal and the data will therefore be corrupt. In
other words, the characteristics of the transistor may be changed and thus become
unreliable.

The trapped charges can escape by tunnelling effects, i.e. the charges may
pass through the barriers, causing increased leakage and thus increased power
consumption. Tunnelling is a quantum phenomena where a particle penetrates
and, often, passes through a potential barrier which is greater than the kinetic
energy of the particle. This is not allowed by the laws of classical dynamics and
is related to the treatment of matter in quantum mechanics where the matter
is considered having properties of both waves and particles. This involves the
Heisenberg uncertainty principle, which asserts a limit to the precision with which
certain complementary pairs of physical properties of a particle can be known
simultaneously8 [15]. This complex phenomena indeed provides further difficulties
with predicting the various radiation effects on a device.

The severity of the effect from trapped charges depends much on the geometry
of the transistor. The greater the volume of the SiO2-layer, the more charges can
be trapped. Though it is difficult to generalize the different geometries, it may be
possible so obtain a sufficient understanding of a transistor’s tolerance. In other
words, it may be possible to determine whether relocation, shielding or other
measures are necessary for a transistor, let alone a device, in order to survive in a
given environment.

A MOSFET’s sensitivity to TID is strongly related to technology and manu-
facturing process along with many more dependencies stated in Subsection 4.3.4,
Limitations. Therefore, a simplified model for accurate predictions of TID effects
is not available [16].

NIEL occurs mainly due to accumulation of displacement damage in the lattice.
Hadrons may displace atoms in the silicon lattice and affect their function. The

8Tunnelling is thoroughly explained in [14].
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substrate layer in proximity to the SiO2, i.e. where the inversion channel is created,
may be damaged by irradiation which causes a decrease in transconductance and
thus a decreased drift current. Over time the integrated flux, also knows as the
fluence, may cause severe displacement damage and even destruction. [17] [18] [19]
[20]

Figure 4.2 shows how ionizing radiation generate electron-hole pairs in the
oxide of a MOSFET. The electrons move toward the gate and the holes move
toward the substrate. The holes generated in the oxide eventually encounter a
distribution of hole traps. These traps are assumed to start at the Si/Si02 interface
and extend 5 to 10nm into the oxide. “Depending upon the local density, Nht, and
hole capture cross section, σht, of the hole traps, a fraction of the holes incident
on the trap distribution are captured. The remainder continue into the Si and are
recombined. Those holes that are captured by hole traps within a certain distance
of the Si are assumed to be rapidly removed by electrons tunnelling from the Si,
and therefore these traps are effectively empty or non-existent as far as ∆Vot is
concerned. This process is believed to be largely responsible for the ’long-term
annealing’ of ∆Vot”. ∆Vot being trapped positive oxide charge. [21]

Figure 4.2: The figure illustrates how ionizing radiation generate
electron-hole pairs in the oxide [21].

4.3.2 Single Event Effects

Though the main focus regarding radiation effects is put on cumulative effects,
SEEs are preferably mentioned. This is preferred for the sake of a wider under-
standing of radiation effects on electronics.

If a particle is highly ionizing, it may deposit an amount of charge in the
silicon sufficient for disturbing the function of the circuit. As this is caused by
direct ionization, it is called Single Event Effects. As this is a single event, it can
only be characterized in terms of the probability for occurrence. Furthermore,
a distinction must be made between destructive and non-destructive SEEs. Soft
SEEs refer to recoverable non-destructive effects, namely:

• Single Event Upset: If an ion with sufficient energy strikes near a transistor
in a memory cell, the deposited charge may cause a bit flip.
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• Multiple Bit Upset (MBU): MBU is a soft error resulting from an ion striking
a memory circuit with sufficient energy to cause bit flips in several cells.

• Single Event Transient (SET): SET occurs when an ion strike causes a brief
voltage spike at the node of a circuit and creates a transient in the circuit.
If the transient propagates and becomes lathed in the circuit, it may lead
to single event upset.

• Single Event Functional Interrupt (SEFI): SEFIs do not depend on a single
cause, hence it is quite cautiously defined. However, SEFIs are observed
in microcircuits though with statistically low probability compared to other
SEEs.

Hard SEEs refer to non-recoverable destructive effects, namely:

• Single Event Latch–up (SEL): SEL is a hard error where particle strike
deposits enough charge to cause abnormally high currents and a short circuit
between power supply and ground. This results in function loss of the device
until the device is reset. An SEL may be destructive if the current causes
sufficient thermal damage.

• Single Event Gate Rupture (SEGR): An SEGR is a breakdown and subse-
quent conducting path through the gate oxide of a MOSFET. This may be
caused by a single high energy particle strike. SEGR is manifested by an
increase in gate leakage current and can result in either the degradation or
the complete failure of the device.

• Single Event Burnout: Destructive switching failure in power MOSFETs
caused by localized high current. [17] [18] [19] [20]

With the purpose of further examination in a hands-on manner, several ex-
periments were performed in this project. The experiments took place at Nuclear
Physics, Physics Department, Lund University. In the first experiment, a Spark-
Fun Logomatic Data Logger was used to log zeros over a given time. This was
performed simply by connecting the ground to the logged port. In the second
experiment, the circuit was irradiated by a neutron source, which may not be
disclosed in this report, with a flux of Φ = 1.1 · 107ns−1cm−2 isotropically, and
energies around 5MeV. Both experiments were repeated twice. The results were
analysed with Matlab, however no SEEs could be determined with certainty. A
noteworthy conclusion may nevertheless be that the energies and flux was insuffi-
cient for the assessment of generating SEEs in the circuit.

4.3.3 Neutron induced soft errors

Although the focus is aimed mainly at cumulative effects, an idea of neutron
induced soft errors is of great value as it will aid the overall understanding of
radiation effects on electronics. Furthermore, this subsection will later on connect
to the current issues with 60Co calibration of radiation hard devices. This will be
further discussed in Subsection 4.3.5.
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In [22], soft errors in MOSFETs from 25 nm to 65 nm design rule were analysed
with Monte Carlo simulation using PHITS9–HyENEXSS10 code system. It was
found that secondary cosmic-ray neutrons from 10MeV to several hundreds of
MeV was the most significant source of soft errors regardless of the design. This
result is of great interest with the FEB in mind as, which is earlier mentioned,
circa 80% of the radiation in the FEB is contributed by the DTL with energies up
to 90MeV. The design and geometry of the test device used in [22] is depicted in
Figure 4.3.

Figure 4.3: Configuration of the test device structure for the 25 nm
NMOSFET [22].

Secondary cosmic-ray neutrons cause soft errors as one of the possible con-
sequences of single-event effects. The Soft Error Rates (SERs) were calculated
for 25 nm, 32 nm, 45 nm and 65 nm NMOSFETs. During the simulation, neutrons
with energies between 1MeV and 1GeV were incident on the NMOSFETs. The
SERs per bit in an NMOSFET is calculated as

SER(Qc) =
FA

NinNbit

∫ ∞
Qc

N(q)dq [22]

where Qc is the critical charge, i.e. the minimum amount of charge needed to flip
a data bit, F is the total neutron flux, in ncm−2s−1, A is the surface area of the
test device, Nin is the number of incident neutrons, Nbit is the number of bit cells
placed in the device and N(q)dq is the number of events in the interval [q, q+ dq].
The result can be seen in Figure 4.5. Furthermore, it was shown that about 80%
of the neutron-induced soft errors were caused by neutrons up to 400MeV, about
70% were caused by neutrons up to 150MeV and less than 5% were caused by

9PHITS – Particle and Heavy Ion Transport code System
10HyENEXSS – is a 3D TCAD simulator
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neutrons up to 10MeV, independent of the design rule. This is depicted in Figure
4.4.

Energy group (MeV) Fraction of neutron flux

1 – 10 0.355

10 – 150 0.441

150 – 400 0.149

400 – 800 0.047

800 – 1000 0.008

Table 4.4: Fraction of incident neutron flux for the studied energy
groups in [22].

Figure 4.4: The figure presents the soft error contribution of
incident-neutron energy range in NMOSFETs of various design
rule [22].

The Qc values used in the calculation yielding the results in Figure 4.5 are
0.6, 0.95, 1.5, and 2.0 fC for NMOSFETS with 25, 32, 45, and 65 nm design rule,
respectively.

Furthermore, in [22] it is discussed that the impact of H ions is expected to
increase as the critical charge decreases, which is the case as the geometry of a
MOSFET is downsized. It is also mentioned that He and H ions may play an
essential role as a major cause of neutron induced soft errors.
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Figure 4.5: SERs per bit calculated with the total neutron flux of
5.94 · 10−3ncm−2s−1 [22].

4.3.4 Limitations

In this project, it has been found that radiation effects on MOSFETs depend on
complex interrelationships such as:

• Energy of the incident particles

• Technology

• Design

• Fabrication procedures

• Conditions of use

• Applied and internal electric fields

• Geometry

• Operating temperature

• Post irradiation conditions

• And more

Furthermore, the difficulty in determining the radiation effects on electronics
increases by the fact that microelectronics technologies dramatically change over
time. During the past 25 years, MOSFET gate lengths have decreased from >
10µm to < 0.1µm and the gate dielectric layers from ∼ 70nm to < 2nm in
commercial technologies. [23] [24]

This poses severe difficulties of designing a simplified generic model for radia-
tion effects on MOSFETs. This matter is further mentioned in Section 7.1.
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4.3.5 Radiation hardness calibration

Standard radiation hardness calibration is performed with 60Co as a gamma
source. The nuclear equation of the reaction from the stable 59Co isotope to
gamma emission is

59
27Co+ n→60

27 Co→60
28 Ni+ e− + v̄e + γ

60Co has desired properties in the sense that it is very well know. Therefore
it is often preferred for radiation hardness calibration. For the last 20–25 years,
standard test methods for radiation hardness assurance typically use 60Co for
gamma source [24]. This potentially causes test result reliability issues as the
60Co gamma emission is mainly of the energies 1.17MeV and 1.33MeV. 60Co is
artificially produced by adding a neutron to 59Co. The isotope decays to 60Ni
and the activated Ni nucleus emits the aforementioned gamma rays.

As discussed in Subsection 4.3.4, the energy of the incident particles play a
crucial role in radiation effects on electronics. This is further indicated in [22]
and somewhat11 demonstrated in Figure 4.4. This poses the problem that it may
be insufficient to calibrate radiation hardness in electronics with a 60Co source.
With this in mind, extensive experiments and simulations are hereby suggested
necessary.

On December 10, 2014, a presentation was held by Aldo Zenoni, University of
Brescia, and Alberto Andrighetto, INFN, at the ESS. The presentation regarded
the Radiation Damage Study for SPES on the SPES ISOL-RIB Facility at the
INFN Legnaro National Laboratories, Italy. Furthermore, a suggestion of a col-
laboration with the ESS was expressed. Such a collaboration on radiation damage
studies may greatly facilitate the ESS. Furthermore, the potential results from such
studies are directly usable in combination with the software tool developed in this
project, i.e. stram . An experiment guideline proposal is found in Appendix E.

11Figure 4.4 demonstrates the importance of the radiation energies in the sense that
different energies contributed to different number of errors as presented in [24]. This may
be considered merely as an additive demonstration, and is by no mean suggested as an
argument.
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Chapter 5
Simulations

As mentioned, simulations are used to calculate the radiation in the FEB of the
ESS. To understand the nature of these simulations, one must understand the
theoretical idea behind them. The Central Limit Theorem is the kingpin of particle
simulations and will be discussed along with Monte Carlo Methods, in this chapter.

5.1 Central Limit Theorem

For given independent random variables with defined expected values and variance,
the Central Limit Theorem states that the distribution of the frequency of obser-
vations will converge towards a normal distribution as the number of observations
increase towards infinity.

“Theorem 5.2. (The central limit theorem) Let {X1, ..., Xn} be i.i.d. random
variables with finite expectation µ and finite variance σ2, and set Sn = X1, ..., Xn,
n ≥ 1. Then

Sn − nµ
σ
√
n

d−−→ N(0, 1) as n→∞ [25]”

The theorem says that the distribution of Sn−nµ
σ
√
n

, approximates the normal
distribution with mean 0 and variance 1 as n increases.

The advantage of this result is that Sn−nµ
σ
√
n

approaches a normal distribution
regardless of the shape of the distribution of the individual Xi. [26]

5.2 Monte Carlo Methods

Monte Carlo Methods are random sampling methods that can be used to approx-
imate the distribution and variance of an unknown probabilistic entity. In some
cases this is difficult or even impossible to do analytically or experimentally, and
this is when Monte Carlo Methods are very advantageous, e.g. for finding expec-
tation values of quantum mechanical operators. [27]

As the Central Limit Theorem shows that Sn−nµ
σ
√
n

approaches a normal dis-
tribution regardless of the shape of the distribution of the individual Xi, Monte

37
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Carlo can be used to find the standardized normal distribution N(0, 1) for any
system.

5.3 Monte Carlo radiation transport codes

Investigating radiation effects is a complex issue. The assessment requires detailed
descriptions of the relevant energy spectra and radiation quantities.

5.3.1 fluka

Fluktuierende Kaskade (fluka) is a multi-purpose particle interaction and trans-
port code. This tool is used for calculating proton-proton and heavy ion collisions
in a wide range of energies. With high accuracy, fluka can be used to describe
the hadronic and electromagnetic particle cascade initiated by secondary particles.
It is an integral code of all radiation damage studies to electronics. It has been
used extensively in experimental areas as well as for studying electronics failures at
intensive beam loss regions around the Large Hadron Collider (LHC) accelerator.
In [28], is it discussed that LHC alcoves equipped with commercial electronics are
affected the most by SEEs, which is further discussed in Section 4.3. Electronics
installed in the LHC tunnel, however, suffers from accumulated damage, which is
also discussed in Section 4.3. [28]

5.3.2 Monte Carlo N–Particle Transport Codes

Monte Carlo N–Particle (MCNP) transport codes, are codes that can be used for
neutron transport. The code is well suited for radiation protection and dosimetry,
radiation shielding, radiography and accelerator target design among other areas.

Pointwise cross section data as well as group-wise data can be used. For
neutrons, reactions given in a particular cross section evaluation are accounted
for. MCNP possesses powerful features, which include computation with respect to
energy, intensity, direction, shape, temporal characteristics, volume, coordinates
and more. This is, in fact, the codes used for generating the radiation maps
necessary for the software development in this project.



Chapter 6
Software Development

Software Tool for Radiation Absorption Maps (stram), is a tool developed with
the purpose of reading maps of particle fluxes and energy spectra, then folding the
information with response functions of electrical equipment and materials. The
tool produces a map, revealing the expected absorbed dose at each position for
which the original radiation map was produced. In other words, by providing the
tool with a radiation map of a room and the response of a device, the tool will
generate a radiation energy absorption map for the given device in that particular
room. Consequently, this can be used to find the optimal location of a device,
should it be feasible to be chosen arbitrarily. Should this not be the case, nec-
essary shielding measures or conclusions regarding other options, may be derived
from the results. The capabilities of stram for prediction of radiation damage to
electronics has been presented. stram demonstrates applicability in all radiatory
environments, provided a radiation map is generated.

The result of this software opens up to a global collaboration by enabling every
research facility to contribute to a library of electronics response functions. For
this to be feasible, however, a data base must be designed. Such a database lies
outside this thesis.

6.1 root

For the development of stram, the root system and C++ programming language
has been used. root is a system with a built-in CINT C++ interpreter with a set
of object-oriented frameworks, developed by the Physics Department at CERN.
The system is advantageous for handling and analysing large amounts of data
efficiently.

In this project, computationally efficient histogram methods in several dimen-
sions have been used to represent the information contained in the absorption
maps of stram, which will be explained further in Section 6.2. Graphics and
visualization classes of root is then used to visualize the results.

39
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6.2 stram

6.2.1 Radiation map

For radiation mapping, MCNP has been used to calculate the gamma and neutron
radiation in the FEB of the ESS. The radiation has been characterized in terms
of quantities and energy spectra. The information from the MCNP simulations
is stored in histograms within a root-file. The root-file is imported by stram,
which extracts the information from the histograms to create a new histogram
of four dimensions. Three dimensions represent Cartesian coordinates in space
whereas the fourth dimension represents the energy spectra of the flux in a given
geometrical position.

Figure 6.1: The chart illustrates the idea behind the computation
of the absorption map.

In Figure 6.1 the radiation contribution from the DTL tanks 1 through 5 in
the accelerator tunnel, to the FEB of the ESS, are simulated and mapped for
different energies. Maps have been generated for each DTL tank and various
energies. The maps for all tanks of certain energy is shrunk down to one map,
specific for one energy. Finally, the maps for all energies contribute to a full desired
energy spectrum into one radiation map, calledMaprad in the figure. TheMaprad
contains information of location in Cartesian coordinates as well as the flux and
energy spectra at each point. Folding the Maprad and the response function for a
given device, yields the absorption map Mapabs. Note that the number of energy
intervals, N , for which the radiation map has been generated, matches the number
of bins in the response function. This is necessary for the folding to be feasible.

In Figure 6.2, an example of a radiation map in stram is illustrated. The
preliminary schematics of the FEB as seen in Figure 3.2, is illustrated with hypo-
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thetical radiation maps in Figure 6.3. This provides an intuitive idea of what the
radiation map resembles inside the FEB.

Figure 6.2: The figure presents an example of a radiation map. The
origin of the x−y system is an arbitrarily chosen reference point
in the FEB. For an intuitive idea of how this radiation map could
look in the FEB, see Figure 6.3.

Figure 6.3: An illustration of a hypothetic radiation map inside the
FEB of the ESS.
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6.2.2 Response function

The response function for an electronic device or a material in a radioactive en-
vironment is very complex. This depends much on the fact that the absorbed
dose is correlated to the cross section. As discussed in Section 2.1.3, cross sections
describe the probability of a given nuclear reaction to occur. As this depends on
many attributes of the interacting particles, the cross section, and thus the re-
sponse function, becomes very complex. Furthermore, the fact that a device is not
a single element but a construction of various components, some of which in turn
are constructed of various materials and alloys, complicates the response function
further.

Response functions can be generated through simulations and experiments.
The response function to be produced is merely an expression of probability of the
radiation energy absorption. However, with sufficient data, this may be sufficiently
accurate to generate reliable results.

Response functions for nitrogen, obtained by means of simulation, has been
provided by Research Associate, Eduardo Nebot del Busto, CERN. The nitrogen
is used as filling of the Beam Loss Monitoring detectors and response functions
have been produced for various particles and various incident angles. From this
information, a response function has been designed to reveal the absorbed dose
in terms of Gy/h, caused by gamma radiation12. The new response function
considers all incident angles of the gammas. The original information is presented
in histograms as seen in Figure C.1 and C.3 in Appendix C. To be able to fold
this information with the radiation map, the binning is reduced to match the
binning of the radiation map. Consequently, the resolution of the energy spectra
are determined by the component of lower resolution. The resolution of the results
is therefore decided when the radiation maps and response functions are generated.

The binning of the histograms is reduced to represent the same energy spectra
as the radiation map, with one bin per energy interval. The radiation map in this
report has been chosen to represent a spectrum from 100 keV-100MeV in order
to cover the energies present in the FEB. The resulting response function for this
thesis is seen in Figure 6.4.

6.2.3 Absorption map

A class AbsorptionMap has been developed for the software. An AbsorptionMap
object is initially constructed from an input vector of file names. The file names
are used by stram to import the files that contain the radiation information from
the room for which the absorption map is desired to be defined. Recall that the
radiation information is obtained through Monte Carlo Simulations as discussed
in Chapter 5. When the object is created, it gathers all information from the files
of the input file names and generates a single map for the radiation. An arbitrary
response function from a separate root-file can then be set to the object. When
the response function is set, the software immediately generates a map with the

12The calculations to redefine the response function in order to reveal the absorbed
dose in Gy/h is described in Appendix C
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Figure 6.4: Nitrogen response function for γ-radiation

folding of the radiation map and the response function. The resulting map is the
aforementioned absorption map.

If a response function has been set to the radiation map, the class draw func-
tion AbsorptionMap::Draw(Option_t *option) automatically draws radiation map,
response function and absorption map. Should the response function not be set,
the draw function will only draw the radiation map. In Figure 6.5, the initial
interface of a drawn AbsorptionMap is shown. In the top left figure, a three-
dimensional representation of the radiation is presented. In the top right figure,
a two-dimensional logarithmic representation of the radiation map is found. The
bottom left figure shows the response function of a selected device and the bottom
right figure shows the resulting absorption map.

As for the error propagation in the computation of histogram content, root
includes recalculation of errors when executing histogram content operations. The
concept of error propagations has been moderately studied but will not be further
discussed in this report. However, some of the ideas behind the error propagation
used, can be found in [29].

6.2.4 GUI

The interactive aspect of the design enables energy spectra analysis. When the
mouse is hovered in the Radiation map projection seen in Figure 6.6, the energy
spectra at that location will be displayed in Radiation energy spectra of binX=x,
binY=y , where x and y are the coordinates for the position of the mouse. It is
possible to prevent auto update of the spectra by simply clicking with the mouse
at the location where a desired spectra is found. By clicking in the Absorption
map projection, auto update is reinstated and the spectra for an arbitrary location
in the Absorption map projection can be studied. This function may be interesting
as it opens up to the possibility of comparing the energy spectra of the original
radiation and the spectra of the absorbed dose.
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Figure 6.5: STRAM initial interface.
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Chapter 7
Evaluation and conclusion

The approach throughout this thesis is based on determining desired results and
various goals, to then deeply immerse into the theory behind the problems, whilst
leaving behind a strand of yarn. This way, a link between the basic theory and
the end product and ideas, is always clear. By considering radiation effects on
electronics it was decided to focus on MOSFET, given its importance in electrical
circuits. In order to understand the MOSFET one must understand the BJT and
p-n junction. In other words, by descending from a problem and dig to the very
core of it. The approach has been proven fruitful in this project and on top of a
better understanding of radiation effects on electronics, a software tool has been
developed to aid in the assessment of such effects. An evaluation and conclusion
of this work is presented in this chapter.

7.1 Radiation effects on electronics

Radiation effects on electronics can be divided into two main categories, cumulative
effects and SEEs. Particular interest has been paid to cumulative effects, foremost
TID. This choice is made due to the importance of TID in this project, as it
connects much to the MOSFET which is found in all digital circuits. Issues that
may occur due to TID include threshold voltage shifts, device degradation due to
charge build-up in the SiO2 gate insulator, and increased power consumption due
to leakage of trapped charges. The leakage is a quantum phenomenon where the
charges escape by means of tunnelling effects. Mainly gammas and neutrons have
been considered for the radiation effects on electronics, however gammas are used
for simulation examples with stram throughout this report.

This thesis mentions many limitations in regard to analytically predict radia-
tion effects on electronics. Therefore, a simplified model for accurate predictions
of TID effects is not available and, thus, extensive simulations and experiments
may be preferred. As a simplified model is unavailable, it may be interesting to
research the possibility of designing algorithms for a radiation weighting factor for
electronics, similar to the weighting factor for human tissue presented in Section
4.2. This suggestion for future work is further discussed in Section 7.3.

The aforementioned limitations refer to the fact that the effects of TID on
MOSFETs and integrated circuits are very complex. They depend on a large
number of parameters among which we find: Fluence, incident particle energy,

45



46 Evaluation and conclusion

applied and internal electric fields, technology, geometry, material, fabrication
process (e.g. the process of oxide growth), oxide impurities, operating temperature,
and conditions of use, and more [23].

An important discussion in Subsection 4.3.5, addresses the issues of 60Co cal-
ibration for radiation hardness of electrical devices. The 60Co gamma emission is
mainly of the energies 1.17MeV and 1.33MeV. As discussed in Subsection 4.3.4, the
energy of the incident particles play a crucial role in radiation effects on electronics.
This is further indicated in [22] and further demonstrated in Figure 4.4.

To find an adequately accurate response function, it is hereby suggested to
simulate charge build-up such as presented in [21]. For application at the ESS,
such simulations must be performed in the relevant energy intervals. The radiation
maps for the area at which a given device is desired to be located must then, as
earlier discussed, be defined for the same energy intervals.

The assessment of radiation effects on electronics is complex. The research
of these effects reaches beyond this thesis, however this report provides a certain
insight in the matter as well as a useful software tool to aid.

7.2 stram

For very rough initial radiation analyses, it may be desired to use point simulations
for obtaining radiation flux at a given location. For a more detailed description of
an area, however, stram demonstrates applicability in all areas where significant
radiation is present e.g. particle accelerators, nuclear power plants, space and
hospitals. stram can be used to make approximate predictions and studies of
radiation effects on any material, i.e. it can be used for any element, polymer,
human tissue, alloy or entire device. As a disclaimer, it must be mentioned that
the software may not be sufficiently tested to guarantee that error propagations
and histogram contents are flawlessly computed, and hence, further development
is advised.

The tool allow visualization of Monte Carlo simulated radiation maps. If a
response function is supplied to the tool, the tool folds the radiation map with
the response function and reveals the amount of absorbed dose. Furthermore, the
tool is interactive. As not only the flux is interesting, but also the energy spectra,
the spectra can be seen for each location in the radiation- and absorption map by
simply hovering the mouse in a map. An auto update of the energy spectra can
be activated and deactivated by clicking with the mouse inside a map. This offers
the possibility of studying the energy spectra as well as compare the energies of
the radiation in a room with the absorbed dose.

7.3 Improvements and future work

7.3.1 Radiation weighting factors for electronics

As a simplified model is unavailable, it may be interesting to research the possibility
of designing algorithms for a radiation weighting factor for electronics, similar to
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the weighting factor for human tissue presented in Section 4.2. There may be a
possibility that a response function for one particle type could be sufficient and that
radiation weighting factors could translate the radiation effects between various
incident particles. If so, it would save an immense amount of time, effort and
finances. Therefore, future research in this matter is hereby recommended.

7.3.2 Chebyshev nodes

For future development of automatic binning of response functions, an idea for
response function resolution is to exploit Chebyshev nodes. In numerical analysis,
Chebyshev nodes are commonly used as roots for the interpolating Chebyshev
polynomial which minimizes the effect of Runge’s phenomenon [30] [31]. For the
purpose of generating accurate response functions, however, Chebyshev nodes may
be preferable due to their distribution. Chebyshev nodes are distributed in such a
way that errors are more evenly distributed, and the maximum error is minimized.
If the nodes are chosen over a desired interval of energies, with respect to the curve
of the cross section for a given reaction, the binning of the response function can
be improved.

For nodes over an arbitrary interval [a, b]

xk =
1

2
(a+ b) +

1

2
(b− a) cos

(
2k − 1

2n
π

)
, k = 1, . . . , n. [30] (7.1)

and the binning of the response function should be centered around each node [30].
Note, however, that the radiation map energy spectra must have the same binning
as the response function for the approach of Chebyshev nodes to be of value.

A certain, and crucial, trade-off is to be considered. Binning the response
function based on Chebyshev nodes will minimize the ∞-norm, i.e. the maximum
error. However it leaves no room for arbitrarily choosing the bin width, meaning
that the energy interval of each bin will be decided by the Chebyshev nodes. This
will give a representation closer to the measurements that provided the original
data for the response function, but prevents possibly desired energy intervals of
the bins. This is of importance as specific intervals may have higher probability of
certain radiation effects on the device in question, hence, it may be preferable to
choose the binning based on the possible radiation effects rather than a more accu-
rate representation of the measurements. An example of the benefits of Chebyshev
interpolation with Chebyshev nodes is presented in Appendix B.

7.3.3 Location optimization in stram

Given the strategy of relocation of a device to minimize radiation damage, one
may search for a location with acceptable flux and energy spectra by observing
the absorption map provided by stram . For efficiency however, it may be desired
to implement optimization algorithms to find a location, given constraints on flux
and/or energy spectra. It may be relevant to consider a trade-off between which
energies to avoid and the magnitude of the flux to be allowed.

Furthermore, it should be suggested that a more complex algorithm is de-
signed, taking several constraints into account. The idea is to enable the user
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to define hard and soft constraints, e.g. cable length to the device, flux, energy
spectra, distance from some given point etc. Given that a feasible solution exists,
the algorithm should find a solution that does not violate the hard constraints,
whilst minimizing the violation of the soft constraints.

7.3.4 Shielding investigation in stram

The algorithm suggested in Subsection 7.3.3 may be used a priori shielding con-
siderations, should it be feasible to choose location. Furthermore, the algorithm
may be improved to account for shielding, i.e. location is chosen by the algorithm
such that violation of constraints are countered by shielding which is calculated
to its minimum whilst guaranteeing sufficient protection with a desired confidence
interval.

7.3.5 Web based version of stram

With the current version of stram, the user must have root installed on their
computer for the code to run. With a web based tool, however, only the server
which will run the code must have the proper systems installed. Such a web page
may also include the aforementioned data base of response functions.
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Appendix A
Software Documentation

The software code documentation is presented as a generated .html, following the
conventions of root and C++. However, with the source code for the scripts
generating the code documentation, a user may type make doc in the terminal to
generate the documentation in .html format. The generated file will then contain
links to the source code of all methods.
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Appendix B
Chebyshev Interpolation Example

Consider the function
f(x) =

ex

1 + 25x2

Consider the polynomial fitting p(x) = f(xi), where xi is an interpolation
node.

The Chebyshev nodes serve to minimize the ∞− norm of the error, i.e. min-
imizing

max
x∈[−1,1]

∣∣∣∣∣
n∏
i=1

(x− xChebyshevi)

∣∣∣∣∣
Let x̄equidistant be 10 equidistant nodes in the interval [−1, 1] and let x̄Chebyshev

be Chebyshev nodes on the same interval, defined as

cos(
2k − 1

2n
π) , k = 1, 2, ..., n

where n = 10. Let p(x) be a polynomial of order 9. For the given function f(x),
the errors are computed to be

εequidistant = 0.5641

εChebyshev = 0.2645

The following Matlab code presents the discussed calculations and a plot of
the result is seen in Figure B.1.

f = @(x) exp(x)./(1+25.*x.^2);
x = linspace(−1,1);

x_equidistant = linspace(−1,1,10);
p = polyfit(x_equidistant, f(x_equidistant), 9);
plot(x, polyval(p,x), 'r');hold on;grid on;
plot(x, f(x))
error_equidistant = max(abs(f(x)−polyval(p,x)))

k = 1:10;
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n = max(k);
x_Chebyshev = cos((2*k−1)*pi/(2*n));
q = polyfit(x_Chebyshev, f(x_Chebyshev), 9);
plot(x, polyval(q,x), 'g')
legend('f(x) = exp(x)/(1+25*x^2);', 'Equidistant ...

Interpolation', 'Chebychev Interpolation', 'location', ...
'NorthWest')

xlabel('x')
ylabel('y')
error_Chebyshev = max(abs(f(x)−polyval(q,x)))

x
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
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-0.2
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0.8

1

1.2

f(x) = exp(x)/(1+25*x2);
Equidistant Interpolation
Chebychev Interpolation

Figure B.1: The figure illustrates the interpolation with equidistant
nodes and Chebyshev nodes for the function f(x) = ex

1+25x2



Appendix C
CERN Data

For illustrative purposes, data obtained from CERN in root-format is treated
and presented in this appendix. Following code is written in root, presenting the
data along with two of the histograms.

root [0] TFile *f = TFile::Open("new_resp_200908.root")
root [1] f−>ls()
TFile** new_resp_200908.root
TFile* new_resp_200908.root
KEY: TDirectoryFile 00deg;1 00deg
KEY: TDirectoryFile 15deg;1 15deg
KEY: TDirectoryFile 30deg;1 30deg
KEY: TDirectoryFile 45deg;1 45deg
KEY: TDirectoryFile 60deg;1 60deg
KEY: TDirectoryFile 75deg;1 75deg
KEY: TDirectoryFile 85deg;1 85deg
KEY: TDirectoryFile 90deg;1 90deg

root [2] TDirectoryFile *df = f−>Get("00deg")
root [3] df−>ls()
TDirectoryFile* 00deg 00deg
KEY: TH1D rf_mu_p;1 mu+ at 0deg
KEY: TH1D rf_mu_m;1 mu− at 0deg
KEY: TH1D rf_e_m;1 e− at 0deg
KEY: TH1D rf_e_p;1 e+ at 0deg
KEY: TH1D rf_kaon_m;1 kaon− at 0deg
KEY: TH1D rf_kaon_p;1 kaon+ at 0deg
KEY: TH1D rf_pi_m;1 pi− at 0deg
KEY: TH1D rf_pi_p;1 pi+ at 0deg
KEY: TH1D rf_proton;1 proton at 0deg
KEY: TH1D rf_gamma;1 gamma at 0deg
KEY: TH1D rf_neutron;1 neutron at 0deg
KEY: TH1D rf_neutron150;1 neutron 150 bins at 0 deg

root [4] TH1 *h = df−>Get("rf_gamma")
root [5] h−>Scale(34.8)
root [6] h−>SetXTitle("E_{k} (eV)")
root [7] h−>SetYTitle("E_{dep} (eV)")
root [8] gStyle−>SetOptStat(0);
root [9] h−>Draw()
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Info in <TCanvas::MakeDefCanvas>: created default TCanvas ...
with name c1

root [10] c1−>SetLogx()
root [11] c1−>SetLogy()
root [12] h−>GetXaxis()−>SetTitleOffset(1.3);

Figure C.1 presents a response function in the form of a histogram. The figure
shows the nitrogen response function for neutrons of 0o incident angle. 0o incident
angle implies that the particle enters on axis of the ionization chamber used in
the simulation and 90o implies that the incident particle is perpendicular to the
chamber axis. The data is presented in a histogram of 150 bins. The x-axis
represents the kinetic energy of the particle. The y-axis represents the charge
detected by the chamber multiplied with a weighting factor ω for the average
energy necessary to produce an electron ion pair in nitrogen, which is ω = 34.8eV .
This charge detected by the chamber is derived as q =

Edep

ω , where Edep is the
deposited energy and ω is the weighting factor.
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Figure C.1: The figure presents data from CERN, illustrating the
nitrogen response function for neutrons.

Note that for lower energies of the incident neutron, more energy is deposited
than that of the neutron. This is possible because the nitrogen that absorbs a
neutron may become an unstable oxygen isotope, which then decays and emits γ
and β of much higher energy than that of the incident neutron. This phenomena
is also discussed in Subsection 2.1.2.

Furthermore, note the fluctuations in the neutron response function, particu-
larly in the interval (1eV − 105eV ). At first sight, one may come to think of cross
section fluctuations, however the data fluctuations has been found to not necessar-
ily be correlated to the neutron-nitrogen cross section. In Figure C.2, the nitrogen
response function data from CERN is compared with the neutron cross section.
The cross section fluctuations are seen in circa (5 · 105eV − 50 · 107eV ), which
evidently is different from the interval of fluctuation in the response function. It
is therefore concluded that the fluctuations do not come from the cross section.
Instead, a reasonable idea is that this possibly depends on binning or simulation
properties.
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Figure C.2: In a) the nitrogen response function data from CERN is
seen. In b), neutron cross section from ENDF is presented [32].

A histogram for gammas, corresponding to the one for neutrons, is shown in
Figure C.3. This figure is of lower resolution and is presented in 90 bins. Below
5 · 104eV , the graph shows zero energy deposition in the nitrogen. This is not a
physical property rather than a limitation of the instrument. In other words, we
can conclude that we do not have any information about energy deposition for
incident gammas with energy below 5 · 104eV . Furthermore, the measurements
are saturated for gammas with energy above 2 · 1011eV . This can be derived from
simulation. It means that gammas with too high energy will not be absorbed in
the given volume of the ionization chamber with nitrogen. The gamma deposits
energy during its flight through the chamber but survives the entire flight and
exits the chamber. Therefore, any gamma with too high energy will only show a
deposition of about 106eV .
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Figure C.3: The figure presents data from CERN, illustrating the
nitrogen response function for gammas.
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Figure C.4: Recomputed response function and absorption map.

The ionization chamber used in the simulation is a 8.9 cm cylinder with parallel
plate electrodes separated by 0.5 cm in the simulation. There are 61 electrodes, or
equivalently 60 active volumes and, hence, the total active volume of the chamber
is:

V = nπ(
d

2
)2l

where n is the number of active volumes, d is the diameter and l is the distance
between the plate electrodes, yielding a volume of V ≈ 0.75m3. The density of
the nitrogen is 1.2 kg/m3, i.e. there is approximately 0.90 kg nitrogen inside the
chamber. With this, the response function can be converted into presenting Gy/γ
by multiplying the detected charges with the ionization energy threshold to get
the deposited energy in eV, convert the energy from eV to J and divide by mass.
Preferably, the response function shall present Gys/h in order for the absorption
map to display Gy/h. This can be derived from the flux in the radiation map,
which is given in γcm−2s−1 and there is 3600 seconds per hour. For gammas, the
resulting response function and the absorption map can be seen in Figure C.4.
Notice that the absorption map presents Gy/h on the z-axis.



Appendix D
Radiation Effects on Cameras

During a visit at Lund University Hospital, various devices were examined, e.g.
radiation therapy equipment, CT scans and surveillance cameras in radiatory en-
vironments.

Interesting radiation effects where clearly manifested in the cameras. Evi-
dently, a number of pixels where dead, which can be seen in Figure D.1. The
bright spots are dead pixels, which was easily established when the camera was
moving. The doctors of the hospital explained that the correlation between ma-
chine use that causes radiation, and dead pixels in cameras, is very clear.

(a) (b)

Figure D.1: In a) and b), camera images are shown. The bright dots
seen in the figures, are dead pixels that are caused by radiation
damages. The cameras are located in a room with a linear
accelerator used for radiotherapy at Lund University Hospital.
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Appendix E
L.E.N.A Experiment Guideline Proposal

On Wednesday December 10, a conference was held at ESS, Lund, in the matter of
a collaboration with the SPES project (Selective Production of Exotic Species) at
Instituto Nazionale di Fisica Nucleare (INFN). The collaboration regards research
and experiments of radiation effects on materials and electronics at the L.E.N.A
laboratory, Pavia University, Italy. The proposal of collaboration was presented by
Alberto Andrighetto, LNL-INFN, and Aldo Zenoni, Brescia University and INFN
Sezione di Pavia, Pavia University.

The conclusion and prospects of the aforementioned presentation was stated
as the following:

“
1. We are convinced that the RDS_SPES Project on radiation damage may be

a timely and useful initiative for many European (and worldwide) facilities
presently in construction in the field of nuclear physics and applications

2. The atouts of the Project are the availability of the LENA Laboratory for
irradiations and Materials Science Laboratories to perform pre and post
irradiation tests on materials and components

3. Possible collaborations and sharing of experience, knowhow and resources
could be strategic to aim the project effort at best

4. We hope that ESS could be the first outstanding new Partner of our Project”

It is hereby proposed that staff of the ESS defines an agreement of what electronics
is preferable to undergo experiments in terms of irradiation and design of response
function. Such response function should cover a relevant energy spectrum for each
device, if possible. In other words, a device, which is only used in the FEB, may
only need a response function in the interval (100 keV, 100MeV) whilst the energy
in the monolith may be up to an order of GeV. Furthermore, the response function
should be of sufficiently high resolution, meaning that it should be able to represent
energy intervals in a rebinned response function, such that all interesting energies
are captured and with the same number of bins as the number of energies for
which Monte Carlo simulations are made. It must be kept in mind, though, that
it may be desired to have as high resolution as possible of the response function
as the data may be used in a different application, either later at the ESS or at
other research facilities.

All necessary information about the experiment setup must be thoroughly doc-
umented in order to enable the possibility of recalculating the results to generate
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response functions that, upon folding with radiation maps, reveal the absorption
in the desired unit, e.g. Gy/h.

After extensive experiments, it is recommended that the possibility for con-
structing a radiation weighting factor for electronics, similar to the one for human
tissue, is considered.

The experiment guidelines presented in this appendix is substantiated by this
thesis.
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