Master’s Thesis

Hardware Approximation of the
Square Root Function

Dalia Mihaiela lurascu
Alejandro Vazquez Bofill

Department of Electrical and Information Technology,
Faculty of Engineering, LTH, Lund University, January 2014.



LUNDS UNIVERSITET

Lunds Tekniska Hogskola

MASTER THESIS

Hardware Approximation of the
Square Root Function

Supervisors:
Authors: p

Peter NILSSON
Dalia Mihaiela [URASCU erer

Alejandro VAZQUEZ BOFILL Erik HERTZ

Rakesh GANGARAJAIAH

A thesis submitted in fulfillment of the requirements

for the degree of Master of Science

m the

Digital ASIC Group

Department of Electrical and Information Technology

January 2014


http://www.lunduniversity.lu.se/
http://www.lth.se

Declaration of Authorship

We, Dalia Mihaiela Turascu and Alejandro Vézquez Bofill, declare that this
thesis titled, "Hardware Approximation of the Square Root Function" and the

work presented in it are our own. We confirm that:

m This work was done wholly or mainly while in candidature for a research

degree at this University.

m Where any part of this thesis has previously been submitted for a degree
or any other qualification at this University or any other institution, this

has been clearly stated.

m Where we have consulted the published work of others, this is always

clearly attributed.

m Where we have quoted from the work of others, the source is always
given. With the exception of such quotations, this thesis is entirely our

own work.
m We have acknowledged all main sources of help.

m Where the thesis is based on work done by ourselves jointly with others,
we have made clear exactly what was done by others and what we have

contributed ourselves.

Signed:

Date:

Signed:

i



LUNDS UNIVERSITET

Abstract

Lunds Tekniska Hogskola

Department of Electrical and Information Technology
Master of Science

Hardware Approximation of the Square Root Function

by
Dalia Mihaiela IURASCU
Alejandro VAZQUEZ BOFILL

The aim of this master thesis research work focus on the development of
a revolutionary methodology in which Parabolic Synthesis and Second De-
gree Interpolation methods are used for designing and implementing a novel
approximation method of the Square Root function. This algorithm is im-
plemented in VHDL, synthesized and mapped to an ASIC, using a 65 nm
Standard V7 technology library, with respect to timing, chip area and power
consumption. This methodology is also suitable for calculating other different
unary functions such as trigonometric, logarithmic and division functions and
the main advantage of the approach is the simple hardware implementation
using just elementary operations like addition, shifting and multiplication.
The results reveal that the high proportion of parallelism used in the archi-
tecture of the design makes this algorithm implementation feasible for fast

computation applications.


http://www.lunduniversity.lu.se/
Faculty Web Site URL Here (include http://)
http://soc.eit.lth.se/

Acknowledgments

First we would like to express our deepest gratitude to our Examiner Pro-
fessor, PhD, Docent Peter Nilsson and Supervisor Tech. Lic. Erik Hertz for
guiding our steps in the research work and encouragements throughout all the
discoveries and forward proceedings. This Master Thesis work would not exist

without their enduring support and persisting assistance.

Our enormous gratefulness goes to Digital ASIC research group, for their
tremendously valuable hints, tips and encouragements and EIT Department

for providing us the high research accessibility.

Special thanks goes to our System on Chip classmates for their amiability,
friendliness, consideration and precious help and particularly appreciation to
our dears Christoph and Steffen for all their patience and hints regarding the
latest versions of different tools and scripting approach guidelines for automa-

tion of our work, among others.

Dalia’s distinguished thankfulness goes to her family, especially her sister for

all the encouragements, inspiration, love and valuable guidance.

Alejandro is deeply thankful to his closest and loved ones and in particular to

his daughter for all the love and encouragement she inspires.

v



Contents

Declaration of Authorship

Abstract

Acknowledgments

List of Figures

List of Tables

Abbreviations

Preface

1 Introduction

2 Square Root Function

2.1
2.2

Introduction . . . . . . ... L
Square Root Function . . . . . .. ... .. ... .. ......

3 Parabolic Synthesis

3.1
3.2
3.3
3.4
3.5

Introduction . . . . . . ..o
The Methodology . . . . . . . . . ... o
Development of the first sub-function . . . . . .. ... ... ..
Help Functions . . . . . . .. ... ... ... ... ... .
Developing higher order sub-functions . . . . . ... ... ...

ii

iii

iv

ix

xi

XV

xvii



3.5.1 Second Sub-function . . . ... ... ... .. ... ... 12

3.5.2  Sub-functions of Higher Order . . . . . . . . ... . ... 13
3.6 Hardware Implementation . . . . . ... ... ... ....... 14
3.7 Conclusions . . . . . . . .. . 18
Second Degree Interpolation 19
4.1 Introduction . . . . . . . . ... ... 19
4.2 Developing the interval approximations . . . . . . . ... .. .. 20
4.3 Optimizations . . . . . . . .. ... 22
4.4 Hardware Implementation . . . . . .. ... ... ... ..... 23
4.5 Conclusions . . . . . . . . . e 24

Combining the Parabolic Synthesis and Second-Degree Inter-

polation Methodologies 25
51 Introduction . . . . . . . . . .. . . .. 25
5.2  Obtaining the sub-functions . . . . . ... ... ... ... ... 26
53 Conclusions . . . . . . . ..o 27
Error Estimation 29
6.1 Introduction . . . . . . . . . . ... ... 29
6.2 Error Performance . . ... ... ... ... ... ... .. ... 29
6.2.1 Maximum Absolute Error . . . . .. ... ... ... .. 29
6.22 Mean Error . . . ... .o 30
6.2.3 Median Error . . . . .. ... Lo 30
6.2.4 Standard Deviation . . . . . ... ... .. ... ... .. 30
6.2.5 Root Mean Square (RMS) . . .. .. ... ... ... ... 30
6.2.6 Decibel (dB) . ... .. ... .. oo 31
6.3 Error Distribution . . . .. ... .. ... ... .. ... 32
6.3.1 Probability distribution . . . . . .. ... ... ... .. 32
Square Root Function Approximation 33
7.1 Introduction . . . . . . . . ... ... .. 33
7.2 Design Flow Methodology . . . . . . ... .. ... ... .... 33
7.3 Requirements and Specifications . . . . .. ... ... ... .. 35
7.4 Mathematical Modelling . . . . . .. ... .. L . 35
7.4.1 Pre-processing . . . . .. ... oo 36
742 Processing . . . . .. ... ... oo 37
743 Post-Processing . . . . .. ... ... 41
7.4.4 Bit True Simulation . . .. ... .. ... ... ..... 41
7.5 Conclusions . . . . ... . ... ... 43

vi



8 Architecture
8.1 Introduction .
8.2 Pre-Processing
8.3 Processing . .

8.4 Post processing . . . . . ..o
8.5 RTL Implementation . . . . . . . . ... ... ... ... ....

9 Error Analysis

9.0.1 Coefficients Optimization . . . . .. .. ... ... ...
9.0.2 Statistics . . . . ... L

10 Place and Route

11 Results

11.1 Area Results reported by Design Vision Synthesis Tool . . . . .

11.2 Power Consumption results from Design Vision . . ... .. ..
11.3 Timing Results from the Synthesis Tool . . . .. .. ... ...
11.4 Prime Time Power Analysis Tool . . . . .. .. ... ... ...

12 Conclusions
12.1 Improvements

A Appendix

Bibliography

vil

45
45
45
47
48
48

51
53
o4

57

61
61
68
76
81

87
88

91

119






List of Figures

3.1
3.2
3.3
3.4
3.5
3.6

4.1
4.2
4.3
4.4

5.1

7.1
7.2
7.3
7.4
7.9

8.1
8.2
8.3
8.4

9.1
9.2
9.3

Concave or Convex Normalized Function . . . . . . . .. .. .. 9
Approximation to the first help function . . . . . . ... .. .. 13
Design Stages . . . . . . .. L 15
Parabolic Synthesis. Parallel Approach . . . . . . . ... .. .. 16
Parabolic Synthesis. Iterative Approach . . . . . . ... .. .. 16
Parabolic Synthesis. Detailed Parallel Approach . . . . . . . .. 18
4 Intervals Approximations . . . . . . . .. .. .. ... ... 20
Intervals Approximations . . . . .. .. .. ... ... ... .. 21
Error Behavior . . . .. . ... o oo 23
Second Degree Interpolation. Hardware Representation . . . . . 24
Second Degree Interpolation. Block Diagram . . . . . . .. .. 28
Top Down Design Flow . . . .. .. ... ... ... ... ... 34
Design Stages . . . . . . ... o 36
Normalization . . . . . . . ... ..o 38
First sub-function sy1(z) . .. ... ... ..o 39
Approximation to the first help function . . . . . . ... .. .. 39
Normalization Stage . . . . . .. . ... .. L. 46
Processing Stage . . . . .. ... oL 47
Post-Processing Stage . . . . . . ..o Lo 48
Right Shift Operation . . . . .. ... .. ... ... ... 49
Error Behaviour . . . . . ... .o 00 52
Error Behaviour with Optimized Coefficients . . . . . . . . . .. 54
Error Behaviour of Real Hardware Implementation . . . . . . . 95

1X



9.4 Probability Distribution . . . . ... ... ... 000 25

10.1 Layout of the Design . . . . . . .. . ... .. ... ... o8
11.1 Area representation for LPHVT, LPLVT GPSVT . . . . . . .. 62
11.2 Power Consumption for LPHVT, LPLVT ,GPSVT . . . . . . .. 70
11.3 Critical path for LPHVT, LPLVT,GPSVT . . . . . ... .. .. 76
11.4 Power Analysis Flow . . . . . . ... ... ... .. ... ..., 82
11.5 Prime Time PX Flow . . . .. ... ... ... ... ... ... 83



List of Tables

3.1 Squaring Algorithm . . . . . . . ... ... . 17
3.2 Improved Squaring Algorithm . . . . . ... ... ... ... .. 17
4.1 Relation of initial, middle and final values . . . . . ... .. .. 22
7.1 Set of Coefficients for 8 intervals . . . . ... ... ... .. .. 40
7.2 Bit True Simulation . . . ... .. .. ... ... ... . ..., 42
8.1 Floating Point Base 4 Conversion . . . . . . . .. ... ..... 46
8.2 Normalization . . . . . . . . ... 46
9.1 Optimized Set of Coefficients . . . . . .. ... ... .. .... 54
9.2 Statistics . . . ... 25
11.1 Area Low Power High Threshold Voltage 1.00V . . . . . . . .. 62
11.2 Used Resources . . . . . . . .. . .. ..o 63
11.3 Area Low Power High Threshold Voltage 1.10V . . . . . . . .. 63
11.4 Used Resources for 1.10V . . . . . . ... ... ... ... 63
11.5 Area Low Power High Threshold Voltage 0.9V . . . . . . . . .. 64
11.6 Used Resources for 0.9V . . . . . . . ... ... 64
11.7 Area for Low Power Low Threshold Voltage 1.00V . . . .. .. 64
11.8 Used Resources for LPLVT 1.00V . . . . ... ... ... ... 65
11.9 Area Low Power Low Threshold Voltage 1.10V . . . . . .. .. 65
11.10Used Resources for LPLVT 1.10V . . . .. .. ... ... ... 65
11.11Area Low Power Low Threshold Voltage 0.9V . . . . . ... .. 66
11.12Used Resources for LPLVT 090V . . . .. ... ... ... .. 66
11.13Area General Purpose Standard Threshold Voltage 1.00V . . . 66
11.14Used Resources for GPSVT 1.00V . . ... .. ... ... ... 67

x1



11.15Area General Purpose Standard Threshold Voltage 1.10V . . .
11.16Used Resources for GPSVT 1.10V . . . . .. .. ... ... ..
11.17Area for GPSVT library 0.90 V. . . . . . . . .. . ... ... ..
11.18Used Resources for GPSVT 090V . . . .. ... ... ... ..
11.19Power Report in mW . . . . . . . ... ... 0oL
11.20Dynamic and Static Power Consumption . . . . . . . . .. . ..
11.21Dynamic and Static Power Consumption for 1.10V . . . . . . .
11.22Power Report for 1.10Vin mW . . . .. ... ... ... ...
11.23Dynamic and Static Power Consumption for 0.9V . . . . . . ..
11.24Power Report for 0.9V in mW . . . ... ... ... ... ...
11.25Power Report for LPLVT 1.00V in mW . . .. ... ... ...
11.26Power consumption LPLVT 1.00V . . .. . .. ... ... ...
11.27Power Report for LPLVT 1.10V in mW . . . . ... ... ...
11.28Power consumption LPLVT for 0.90V . . . ... ... ... ..
11.29Power Report for LPLVT 0.90V in mW . . .. ... ... ...
11.30Power Report for GPSVT 1.00V in mW . . .. ... ... ..
11.31Dynamic and static power consumption GPSVT for 1.00V . . .
11.32Power Report for GPSVT 1.10Vin mW . . . .. .. ... ..
11.33Dynamic and static power consumption GPSVT for 1.10V . . .
11.34Power Report for GPSVT 0.90V in mW . . ... .. ... ..
11.35Dynamic and static power consumption GPSVT for 0.90V . . .
11.36Critical path . . . . . . ... oo
11.37Timing Information for 1.00V . . . . .. . ... ... ... ...
11.38Timing Information for 1.10V . . . . .. . .. ... ... ...
11.39Critical path for 1.10V . . . . . . . . ... ... ...
11.40Timing Information for 0.90V . . . . .. . ... . ... ... ..
11.41Critical path for 0.90V . . . . . . .. .o oo
11.42Critical path for LPLVT 1.00V . . . ... ... ... ... ...
11.43Timing Information for LPLVT 1.00V . . . ... ... ... ..
11.44Critical path for LPLVT 1.10V . . . . ... .. ... ... ...
11.45Timing Information for LPLVT 1.10V . . . . . . ... ... ..
11.46Critical path for LPLVT 0.9V . . . . . ... .. ... ... ...
11.47Timing Information for LPLVT 0.90V . . . ... ... .. ...
11.48Critical path for GPSVT 1.00V . . . . ... .. ... ... ...
11.49Timing Information for GPSVT 1.00V . . . . . . .. ... ...
11.50Critical path for GPSVT 1.10V . . . . .. ... ... ... ...
11.51Timing Information for GPSVT 1.10V . . . . . . ... ... ..
11.52Critical path for GPSVT 0.90V . . . . .. ... ... ... ...
11.53Timing Information for GPSVT 0.90V . . . . . . ... ... ..

xil



11.54Power Information Prime Time PX . . . . . . . . . . ... ... 83

11.55Power Information . . . . . .. .. . ... ... .. ... ... 84
11.56 Power-gpecific unit information . . . . .. ... ... ... ... 84
11.57Power Information-part2 . . . . . . . .. .. ... ... .. 84
11.58Power Information . . . . . . . ... ... ... ... ... 84
11.59Energy Consumption . . . . . . . . .. ... 85
11.60Energy Consumption-part2 . . . . . .. .. .. ... ... ... 85
11.61Results-part 1 . . . . . . . . .. .. 85
11.62Results -part 2 . . . . . .. Lo 86

xiil






Abbreviations

DSP
GPU
CORDIC
RTL
VHSIC
VHDL
LPHVT
LPLVT
GPSVT
CPU
SDF
SDC
DC
VLSI
PS
CMOS
IC

PT

Digital Signal Processing

Graphic Processing Uunit

Coordination Rotation Digital Computers
Register Transfer Logic

Very High Speed Integrated Circuits
VHSIC Hardware Description Language
Low Power High Threshold Voltage

Low Power Low Threshold Voltage

General Purpose Standard Threshold Voltage
Central Processing Unit

Standard Delay Format

Synopsis Design Constraint

Direct Current

Very Large Scale Integration

Static Power

Complementary Metal Oxide Semiconductor
Integrated Circuits

Transient Power

XV



SAIF
VCD
SPEF
SOC
10
ASIC

Switching Activity Interchange Format
Value Change Dump

Standard Parasitic Exchange Format
Value Change Dump

Input Output

Application Specific Integrated Circuit

XVl



Preface

In this thesis work, Alejandro Vazquez Bofill has been working with Dalia

Mihaiela Iurascu.

Dalia Mihaiela Iurascu has been working on writing the Introduction(Chapter
1), theoretical approach for the Square Root Function(Chapter 2), Error Es-
timation(Chapter 6) and Synthesis together with the Place and Route of the
design (Chapter 10 and Chapter 11). She has been writing also the Results
chapter(Chapter 12) in which all the data were collected and discussed and

finally she worked on the Conclusion and Improvements(Chapter 13).

Alejandro Vazquez Bofill has been working with Parabolic Synthesis (Chapter
3) and Second Degree Interpolation (Chapter 4). He also worked on Com-
bining the Parabolic Synthesis and Second Degree Interpolation Methodolo-
gies(Chapter 5), Square Root Function Approximation(Chapter 7) and he
discussed the Architecture of the design(Chapter 8) and finally he wrote on
the Error Analysis(Chapter 9).

Abstract and Bibliography parts have been done together by Dalia and Ale-

jandro.

xvil






Chapter

Introduction

Nowadays, when gadgets and computers are present in everyday aspect of our
life, more advanced algorithms for shorter computational timing are tremen-

dously important.

Algebraic functions, for instance square root, logarithm, as well as trigono-
metric functions embrace the main source of algorithm implementation in
domains like digital signal processing (DSP), wireless communication, graphic
processing units (GPU), image processing, communication systems and med-
ical robotics.

The performance of only software implementations of these algorithms is not
satisfactory all the time, thus in order to improve the functionality, a transla-

tion of the software into hardware is desired.

The CORDIC (Coordination Rotation Digital Computers) algorithm [1], [2],
[3] has constituted the fundamental method for unary functions implemen-

tations in the past. The CORDIC algorithm [4] is based on elementary and



uncomplicated mathematical operations such as shifting and addition opera-
tions and it does not use any multiplier elements, nevertheless it is a repetitive

method, henceforth slow for this type of applications.

The easiest approach for implementing such functions is by applying single
look-up table techniques such the ones described in [5] and [6]. The drawback

of this method anyhow, is the big size of the tables thus long execution time.

An innovative approach, which is using Parabolic Synthesis and Second Degree
Interpolation for calculating different unary functions, has been proposed by

Erik Hertz and Peter Nilsson in [7],[8], [9],[10].

The key element of this original methodology is the usage of approximations
of unary functions as is detailed in [7].

The objective of this master thesis is to reduce the execution time of unary
functions such as square root by applying Parabolic Synthesis and Second De-
gree Interpolation methods [7] in the hardware implementation of the square

root function.

Our goal is to implement the design and compare it for accuracy, error be-
haviour, power consumption and performance to an optimized square root
algorithm implementation. The success features of the proposed approach of
Erik Hertz and Peter Nilsson is the parallelism used in the hardware architec-

ture together with the usage of low complexity operations.

Other unary functions such as logarithmic, exponential and trigonometric
functions has been implemented already using this methodology as is described
in [11], [8] and the results are showing that is a very efficient method with
better accuracy, shorter critical path and higher throughput compared with

other algorithms.



This thesis is organized as follows:

Chapter 1 dispenses the reader with the motivation for reading the material

in this thesis and provides a brief introduction.

Chapter 2 describes the square root function approximation as well as higher

square roots.

Chapter 3 and 4 familiarize the lecturer with Parabolic Synthesis and Second

Degree Interpolation techniques.

Chapter 5 details the combination process between Parabolic Synthesis and

Second Degree Interpolation methodologies.

Chapter 6 is talking about the error approximation and the tools used in the

characterization of the error.

Chapter 7 is outlining the square root function approximation using the Parabolic
Synthesis and Second Degree Interpolation method, followed by chapter 8

which details the architecture of the algorithm implementation.
In chapter 9 a continuation of the error analysis is exposed.

In chapter 10 the synthesis of the algorithm is characterized, followed by
chapter 11 and 12, which include the place-and-route process description and

the results of implementation and verification of the algorithm, respectively.

Chapter 13 outlines the conclusions and advice for attainable future improve-

ments.






Chapter

Square Root Function

2.1 Introduction

In this chapter the algorithm approximation for the square root and higher

square roots are introduced to the reader.

2.2 Square Root Function

The conversion of a floating-point number into base 4 using binary number
representation is the key element of the algorithm approximation for comput-
ing the square root of a number z. As explained in (2.1), by making use of
the base 4 and binary representation, is easier to make the integer part of the

mantissa to be expressed in 2 bits MM.

v = MM.mmmm...mm . 4P (2.1)



As it will be detailed further on the following chapters, the number of bits
from the fractional part (fractional bits), mm....mm is determined according

with the accuracy needed on the input.

For calculating the square root of the floating point number represented in
(2.1), the square root is executed on the mantissa and the exponent individ-
ually as it will be depicted in the equation (2.2), where the final output is

called z.

z = VMM.mmmm...mm . V4P = /M M.mmmm...mm, . 2P (2.2)

The same approach as described above, can be used for computing the nt*
root, where n represent a natural number, for example the cubic root of a
floating point number. For the approximation of the algorithm for computing
the cubic root of a number, z is adjusted into a floating point number with

the base 8 instead of 4 and binary representation number as shown in (2.3).
v = MM M.mmmm...mm . 8P (2.3)

By using the base 8 and binary representation of numbers, makes the integer
part of the mantissa to consist of three bits MMM. As in the case of square
root of a number, the number of fractional bits of the cubic root depends on
the accuracy of the input as well. In the same manner as the square root, for
performing the cubic root of the floating point numbers shown in (2.3), the

mantissa and the exponent will be considered separately as shown in (2.4).

z = VMM M.mmmm...mm . V8% = /MMM .mmmm...mm . 2°P (2.4)



Chapter

Parabolic Synthesis

3.1 Introduction

The Parabolic Synthesis methodology proposed and described by Erik Hertz
and Peter Nilsson in [9], is a method for calculating unary functions' ap-
proximations, based on the recombination of parabolic functions. Parabolic
functions, also called sub-functions, are employed to provide fast convergence
and rather simple hardware implementation to the design. This methodology
also proposes a sub-functions recombination process, based on multiplication
of the factors, instead of addition as in other methods. This allows higher

levels of parallelism and further improves the convergence.

functions that take one argument, such as trigonometric, logarithmic and ezponential
functions, among others



3.2 The Methodology

This methodology is based on that, the normalized function fo.4(z) of a spe-
cific unary function f(x) can be perfectly recreated, by recombining an infinite
number of parabolic functions, based on multiplications, as in (3.1a), where
s1(z), s2(z) up to soo () are the parabolic functions. Since the main purpose of
this methodology is a hardware implementation, the number of sub-functions
to be implemented must be finite, thus this methodology relies on the devel-
opment of a set of sub-functions to achieve an approximation to the unary

function with a required accuracy, as in (3.1b).

Jorg(x) = 51() « 52(2)...500(2) (3.1a)

Jorg(x) = s1() « s2()...50(2) (3.1b)

3.3 Development of the first sub-function

To develop the first sub-function, the unary function is first normalized, with
the goal of decreasing the hardware complexity of the design by limiting the
numerical range of the calculations. This normalization is closely related to
the unary function to be implemented, thus a different transformation is to be
applied to a different unary function to normalize it. To assure proper func-
tionality of the methodology, the normalized function, also called the original

function forq(x), has to fulfil three important conditions:

e must be strictly concave or convex through the interval to be approzimated
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FI1GURE 3.1: Concave or Convex Normalized Function

o the limit of the original function divided by the linear function x, when

x tends to zero, subtracted with one, must be equal to a real number

lim —1=cy, wherec; € R
z—0

forg (l‘)

o the absolute value of the real value obtained in the previous requirement

must be smaller than one

If forg(x) meets the exposed requirements, then the first sub-function s;(z)
is obtained. To ease this analysis, the usual mathematical representation of
quadratic functions in (3.2a) is transformed to (3.2b). In this equation, the
coefficient [,, represents the starting point of the function to be approximated,
which can be calculated as in (3.2¢). In the same manner, the coefficient &,
represents the gradient of the same function and it is given by the slope of the
linear function formed by its starting and ending points, which it can obtained
as in (3.2d). Lastly, the coefficient ¢, represents the quadratic part of the

sub-function, which it is obtained differently for each sub-function, therefore



explained with more details for each case.

y=d+e-x+f 2 (3.2a)
Sn(@) =ly 4+ kn -z 4+ cp - (x — 22) (3.2b)
I, = f(l’sta'rt) (320)

f(xend) - f(mstart)

Tend — Tstart

kn = (3.2d)

From Fig. 3.1, it is given that the coefficient l; is equal to zero, as fo.4(0) =0
and the coefficient k1 is equal to one, since the normalized function starts
at the coordinates (0;0) and ends at the coordinates (1;1). Then, the sub-
function s;(z) can be re-written as in (3.3), where the coefficient ¢ is obtained
to satisfy the condition in (3.4a), which provide a simple implementation of

the second sub-function sg(x).
s1(x) =z + ¢y (x — 2?) (3.3)

Since the term 22 in (3.4b) goes faster towards zero than the term z, it can

be excluded for the calculations, as in (3.4c). Regrouping the term (1 + ¢1),

10



it is obtained (3.4d). Thus, the coefficient ¢; must be obtained as in (3.4e).

=i e ] 3.0
1= lim M] (3.4¢)
l+c = ilg% f"’”;(‘x)} (3.4d)
¢ = lim ‘ffc(x) - 1] (3.4¢)

3.4 Help Functions

In order to develop the higher order sub-functions to increase the accuracy
of the approximation, help functions are first obtained to ease this process.
These help functions provide curves, which later on, are approximated by the

sub-functions.

The original function f,.4() is divided by its first approximation or the sub-
function s1(z), when calculating the first help function fi(z). It is important
to notice that the help functions are obtained by means of divisions, instead
of subtractions, which improves the convergence of the approximation. To
obtain help functions of order n, when n > 1, the division occurs between the

order n — 1 help function and the order n sub-function, as in (3.5).

L@ forn =1
fn(x) = (3'5)
Jamn@ s

Smy(x) 7’

11



However, help functions of higher order than one are not strictly convex or
concave through the whole interval. Therefore, these help functions are split
into sub-intervals, where every sub-interval is either concave or convex. Then,

a help partial function is obtained for each sub-interval as in (3.6).

;

fmo(x)v 0<z< 2(n 1)

fn,l(x)a (n 7 << m

2(n=1) 1
fn,[Q(n—l)_ﬂ(x)a s = o<1

3.5 Developing higher order sub-functions

3.5.1 Second Sub-function

The second sub-function sg(z) is developed as an approximation to the first
help function fi(x), as in Fig. 3.2. This sub-function is developed also apply-

ing the quadratic function in (3.2b).

From Fig. 3.2, it is given that the coefficient 5 is equal to one, since f1(0) =1
and the coefficient ko is equal to zero, since the fi(x) starts at the coordinates
(0;1) and ends at the coordinates (1;1). Then, the second sub-function sa(z)
can be re-written as in (3.7a) and the coefficient ¢ can be obtained as in

(3.7b). Tts graphical representation can be seen in Fig. 3.2.

so(z) =1+ ¢y - (x — 2?) (3.7a)

o =4 [£1(0.5) — 1] (3.7b)

12
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F1GURE 3.2: Approximation to the first help function

3.5.2 Sub-functions of Higher Order

For sub-functions of order n, where n > 1, a partial sub-function is developed
for every help partial function obtained in (3.6). The partial sub-functions
are represented as in (3.8a), where every interval is normalized. Therefore,
the starting point or coefficient [, for each one of them equals one and the
gradient is zero, resulting in (3.8b). The quadratic part is calculated as in

(3.8¢).

Snm () = lpm + knm - T+ Cpm - (Tn — xi) (3.8a)
Snm () =14 cpm « (2 — 23 (3.8b)
- 2(m+1) -1
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After that, every partial sub-function is obtained as in (3.9).

Sn0(Tn), 0<z< 2(71_2)
Sp,1(xn) s ST < it
Sn7m($) — n nJi 2(n—2) 2(n—2) (39)
(n—2) _
\sn,[Q(”—Q)—l} (zn), % <z <l

The term z,, is employed instead of x, because the normalization of z in the
intervals is performed. This transformation is done as in (3.10), where the
frac() function performs a truncation of the integer part of the number. This

integer part is used to index the partial sub-function to be used.

tn = frac{z - 272} (3.10)

3.6 Hardware Implementation

To implement designs based on this methodology, it is recommended to apply
the two’s complement binary representation and to divide the process in three
different stages, pre-processing, processing and post-processing, as in Fig. 3.3,
where the operand v is the input value, the operand x is the normalized or
optimized input value, the operand y is the normalized or optimized result
and the operand z is the final result. Thus, in the first stage, the normal-
ization transformation is performed, along with other possible optimizations
to decrease the overall complexity of the design. If the calculation of the ap-
proximations of the unary function is to be implemented as a module of a
larger design, this stage can be merged into previous blocks and therefore be

excluded.
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FIGURE 3.3: Design Stages

In the second stage, the calculations of the approximations take place, where
the partials are obtained and recombined. A parallel implementation of this
stage is represented in Fig. 3.4 and an iterative one in Fig. 3.5. The trade-off
between these two implementations is given by the silicon area versus compu-
tational time, making the parallel approach more suitable for fast applications
and the iterative one for lower area costs. Pipeline stages can also be intro-
duced to the design to increase the throughput, which also negatively affects

the latency.

Since this methodology is based on quadratic functions, a squaring unit is
needed for calculating the values 22 and 22, where the latter ones are partial
results of the first one. Thus, these calculations can be performed in the same
squaring unit, applying the algorithm proposed by Erik Hertz and exposed in
table 3.1, which involves only shifting, simple multiplications and simple ad-
ditions, to achieve these results. To further decrease the hardware complexity

of this unit and to improve the computational times of these calculations an
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F1GURE 3.5: Parabolic Synthesis. Iterative Approach

improved version? of this algorithm is implemented, which is shown in table
3.2. In table 3.1 and table 3.2, the partial products p, ¢ and r are the results
of squaring the two, three and four least significant bits of the input value,
respectively. Since, x,, is the (word_length — truncation_bits) least signif-
icant bits of x, this algorithm is very appropriate for obtaining x? and 2

simultaneously.

A more detailed architecture of the parallel approach can be seen in Fig. 3.6, in
which it is possible to see how the squaring unit produces the different squared
values simultaneously, how the sub-functions are implemented in hardware
and, how the different partials are then recombined based on multiplications,
following a tree structure. In this way, the original function is recreated up to

an accuracy level given by the four sub-functions implemented. In the final

2This improved version was also proposed by Erik Hertz.
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TABLE 3.1: Squaring Algorithm

I3 ) I1 Zo
* T3 o 1 Zo
P I )
Tl Po | &
+ x1-x9g O
T2 q3 q2 q1 Po q
+ X9 - X1 9 - XQ
T3 rs T4 T3 T2 ™ 7o
+ X3-T2 T3-T1 T3 To
S7 56 S5 S4 53 52 S1 S0

TABLE 3.2: Improved Squaring Algorithm
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FI1GURE 3.6: Parabolic Synthesis. Detailed Parallel Approach

stage, the transformations applied in the first stage are reversed to obtain the
final result. As in the first stage, if the calculation of the approximations of
the unary function is to be implemented as a module of a larger design, this

stage can be merged into following blocks and therefore can be excluded.

3.7 Conclusions

This methodology allows for high parallelism, as seen in Fig. 3.4 and its
main drawback is when high precision is required. In order to achieve high
accuracy, a large amount of sub-functions is required, increasing the hardware
complexity of the design. Therefore, a new method was integrated to this

methodology.
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Chapter

Second Degree Interpolation

4.1 Introduction

The Second Degree Interpolation methodology is also a methodology based
on parabolic functions, for calculation of approximations on unary functions.
This methodology divides the function to be approximated into sub-intervals
and parabolic functions of the same family are developed to approximate them,
as in Fig. 4.1. In this figure, it is possible to see, how the parabolic approxima-
tion of the first sub-interval is somehow inaccurate, but the parabolic approx-
imations of the higher order sub-intervals are very similar to the sub-interval
to be approximated. If the approximation to one of the sub-intervals cannot
achieve the required accuracy then, the function must be divided into a larger

number of sub-intervals.
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FIGURE 4.1: 4 Intervals Approximations

4.2 Developing the interval approximations

The parabolic function shown in (4.1) is employed to develop the interval
approximations, where the sub-index 7 denotes the order of the interval and

the term x,, represent the normalized value of x for the interval 7.
$2(t) = li + ki - Tw + ¢i - (2 — 73, (4.1)

To simplify the indexing of the sub-intervals in hardware, the amount of sub-
intervals I needs to satisfy the condition in (4.2), where (w € N). This condi-
tion allows the indexing of the sub-intervals using the most significant w bits
of the input value x. In this way, the normalized value x,, is given by the

remaining or least significant (world_length — w) bits of z.
[=2v (4.2)

The sub-functions are developed according to the diagram in Fig. 4.2. In this
diagram it is possible to see how the approximation equals the function in the

initial, middle and end points to minimize the error. It is also possible to see
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how the approximation from the starting point to the middle point approaches
the function on the opposite manner than the approximation from the middle

to the end point. In a similar manner to Parabolic Synthesis Interpolation,

] LR

- Sqrt(linorm)
Ob-¢- g ] —e— approximation
| | | -

0 02 04 06 0.8 1

Tnorm

FI1GURE 4.2: Intervals Approximations

the coefficients [; represent the starting point of each interval. In Fig. 4.2, it
is possible to see this point for i = 1, where x = 0. To obtain these values, the
function to be approximated is evaluated for the initial values of each interval,
Zstart,i, as in (4.3).

li = f(@start,i) (4.3)

The coefficients k; are obtained as the gradient of each interval, mathemati-
cally expressed in (4.4), where the denominator is always equal to one due to
the intervals are normalized. The gradient is given by the slope of the linear
function that crosses the starting and ending points of the interval, represented

with a dotted line in Fig. 4.2.

f(xend,i) - f($start,i)

Tend,i — Lstart,i

ki = (4.4)

The coefficients ¢; are developed in a way, so that the resemblances, or parabolic

functions, cut the intervals in the middle point, as can be seen in Fig. 4.2. The
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mathematical expression to obtain these coefficients is represented in (4.5).

ci = 4lf (Tmiddie,i) — li — 0.5k;] (4.5)

To calculate the values Tstart,i, T final; and Tpigare,; for each interval 4, the
inverse value of I (number of Intervals) is multiplied with the order of the
interval, where the starting point is 0 < ¢ < I and the ending point is 0 <
i < I. The middle point is obtained as an average of these values. Table 4.1

resumes how to calculate these values.

Tstart,i ’L.(I_l) 0<i<I
Tend,i i(I7h) 0<i<I
xend,i+msta,'rt,i
xmiddle,i - 9 -

TABLE 4.1: Relation of initial, middle and final values

4.3 Optimizations

By developing the sub-intervals resemblances as explained in the previous sec-
tion, the achieved error equals zero at the starting, middle and ending points of
each sub-intervals. However, it present a combined concave-convex behaviour
through the interval, as it is shown in Fig. 4.3(a). In occasions, the maximum
positive error is much larger than the negative one, or vice versa, as shown
in Fig. 4.3(b). This undesired result can be avoided, by manually correcting
the coeflicients c¢;, to a value where both errors are equal. This step consti-
tutes the first optimization of designs based on this methodology. Another
optimizations is achieved by further simplifying the sub-function sg ;(x). Pre-

computing the coefficients j;, as shown in (4.6a) which yields (4.6b), resulting
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in a reduced amount of calculations.

Ji=ki+c¢ (4.6a)
SgJ(f) = li + ji.’L‘p — CZ'SU?) (46b)

4.4 Hardware Implementation

From a hardware point of view, by utilizing parabolic functions of the same
family, it is possible to re-use the hardware arithmetic modules, as shown in
Fig. 4.4. In this figure it is also possible to see that by indexing different sets
of coefficients, which are stored in look-up tables, the calculations of the right
approximation are performed, allowing hardware re-use. In this figure, it is
also possible to see that the w most significant bits of the input value or z,,
can be used to address these look-up tables and that the (word _length — w)

least significant bits or x,,, are used for the calculations.
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FI1GURE 4.4: Second Degree Interpolation. Hardware Representation

4.5 Conclusions

This methodology allows for lower hardware complexity in the designs, but
its main drawback is that it introduces lower levels of parallelism. To achieve
an improved performance in the calculations of the approximations of unary

functions, a combination of these two methodologies has been proposed.
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Chapter

Combining the Parabolic Synthesis
and Second-Degree Interpolation

Methodologies

5.1 Introduction

The combination of these two methodologies, proposed by Erik Hertz and
Peter Nilsson, is based on the development of a first sub-function s;(x) by
the Parabolic Synthesis Methodology and of a second sub-function sy ;(x) by
applying the Second Degree Interpolation Methodology. Their recombination
is then, performed by means of multiplication, as shown in (5.1). The first sub-
function s;i(x) is an initial approximation of the whole interval. The second
one sg () is a set of fine-tuned approximations of the set of sub-intervals. The
division between the original function and the first approximation is divided

into.

forg(x) = s1(2) - s2,(x) (5.1)
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5.2 Obtaining the sub-functions

When obtaining the first sub-function, s;(z), the expression shown in (5.2a) is
employed, where the coefficient ¢; is obtained as in (5.2b). These expressions

have already been presented and explained in chapter 3.

s1(z) =z + ¢ (z — 2?) (5.2a)
1= g%ﬁri(x) 1 (5.2b)

Then, the help function fi(x) is obtained by applying (5.3a) and it is divided

into a number of sub-interval I, which satisfy the condition in (5.3b).

) = forg(x) a
ol = 2382 (53
=2 (5.3b)

Then, a number equal to I of sub-intervals approximations are obtained as in
(5.4a), to form the second sub-function, sy ;(x). To this end, the coefficients
la; are obtained applying (5.4b); the coefficients jo; are obtained by applying
the optimization represented in (5.4c); the coefficients kg ; are obtained as the
gradient between the initial and final points of each interval or as in (5.4d) and

the coefficients ¢y ; are obtained by applying (5.4e), as explained in chapter 4.
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$2,i(2) = lo; + Joi%Tw — €275, (5.4a)

la; = fi(Zstart,i) (5.4b)

Joi = ko, + co (5.4c)

o = f1(@end,i) — f1(@start,i) (5.4d)
Lend,i — Lstart,i

c2,i = 4 f1(Tmiddie,i) — l2,i — 0.5k ;] (5.4e)

5.3 Conclusions

The implementation of this methodology results in a more compact, efficient
and effective architecture. As it is possible to see in Fig. 5.1, only two sub-
functions and a set of look-up tables are implemented in hardware. At the
same time, the hardware complexity remains the same for higher accuracy
levels, because only a larger set of intervals is needed, which only increases the
size of the look-up tables. Furthermore, the recombination step is decreased

to a single multiplication.
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FIGURE 5.1: Second Degree Interpolation. Block Diagram
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Chapter

Error Estimation

6.1 Introduction

In this section the tools are analysed for characterizing the error of the ap-

proximation of our algorithm.

6.2 FError Performance

In order to describe and characterize the error estimation five metrics are used
as described in [12]. The five metrics are maximum absolute error, mean error,

median, standard deviation and root mean square error.

6.2.1 Maximum Absolute Error

The absolute error Ax; is the magnitude of the difference between the exact

value z; and the approximation & as detailed in (6.1). As the name suggests,
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the maximum absolute error represents the maximum value of the absolute

error from the specific interval that is analysed.

6.2.2 Mean Error

The mean error & of n different values is an average of the absolute errors
Z; — x; as defined in (6.2). The following equation express that the average of

a sequence of n numbers represents the sum of the numbers divided by n.

Z (6 — 1) = (1 —x1) + (@2 —x2) + oo + (T, — xp) (6.2)

n

6.2.3 Median Error

The median error Z, gives the middle value and = of a sample of errors.

6.2.4 Standard Deviation

Standard deviation, o is computed as shown below in equation (6.3).

6.2.5 Root Mean Square (RMS)

The RMS of a continuous time waveform represents the square root of the

arithmetic average of the squares of the original values as is depicted in the
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following formula (6.4).

- 3322 (6.4)

Basically, RMS quantifies how far the signal oscillates from the mean. The
variance produces the power of this oscillation. Note that the RMS value
measures both the AC and DC components. However if the signal has no DC

components then the RMS value is similar to the standard deviation ;.

6.2.6 Decibel (dB)

When showing the accuracy of a function, the logarithm scale has the main
advantage of providing better resolution and a simple understanding of the
results. When referring to measurements of power or intensity the dB is ex-
pressed using the formula as shown in (6.5a). When referring to measurements
of the amplitude, however the formula is the one used in (6.5b). In (6.5a) and

(6.5b), o is a specified value with the same units as z.

zap = 10log;y — (6.54)

Zo

x

Zo
It is very suitable to use decibel(dB) in combination with binary numbers
given the fact that 20log(2)=20*(0.301)=6dB and 6dB represents 1 bit res-

olution. Therefore, by using dB scale to display the results, we simplify the

understanding of it.
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6.3 Error Distribution

The biggest challenge of the polynomial approximation consists of establishing
an effective approximation that can be accommodated to the function that is
approximated in the chosen interval. For working with approximations there
are two main strategies, one for minimizing the average error, named least
square approzimations and one for minimizing the worst case error, termed
least mazimum approzimations to the approximated function [12]. Depending
on the requirements of the design, the strategy is chosen. If the error of the
approximation is to get the best fitting to the function to be approximated,
then least squares approximations is to be used, otherwise the worst case
error is used. For the examination of the approximation there are couple of

statistical tools that have been used and described below.

6.3.1 Probability distribution

For judging the deviation of the error the most helpful tool could be the
diagram of the probability distribution since it is very easy to visualize the
distribution of the absolute error. Therefore it would help to get a better

understanding of the standard deviation and root mean square values.

32



Chapter

Square Root Function

Approximation

7.1 Introduction

The square root function is widely used in QR decomposition, which is the
de-facto method for detecting MIMO-OFDM systems and other wireless ap-
plications. The speed required for these applications is in increase, therefore
faster, more reliable and more efficient ways of implementing the calculations
needed. Thus, the main task of this thesis work, is the implementation in
hardware of the calculations of the approximations of the square root func-

tion, applying the explained methodologies.

7.2 Design Flow Methodology

As Fig. 7.1 depicts, the hardware implementation followed the top-down dig-

ital design flow methodology. The first step was to define the specifications
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and requirements of the project, followed by the designing of the suitable ar-
chitecture. The behavioural description of the different units of the design
was next, succeeded by the behavioural simulations. After assuring that the
simulations provided the correct waveforms, the design flow continued with
the synthesis process, which converted the Register Transfer Level (RTL) de-
scription into a Verilog net-list with a timing information model. Later on, the

place-and-route process took place to produce the final layout of the circuit,

F1GURE 7.1: Top Down Design Flow

followed by the analysis of the power consumption.
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7.3 Requirements and Specifications

The objective is to design and implement an approximation of the square
root function. An algorithm to calculate the square root has been developed
in which Parabolic Synthesis combined with Second-Degree Interpolation is
used. The implementation shall approximate the square root function from a
16 bit fix point number to a 16 bit fix point number with an 8 bit integer part
and an 8 bit fractional part. The design should be simulated and compared for
accuracy, error behaviour, power consumption and performance. The core area
should also be estimated. Synthesized VHDL is to be used in the project. As
a starting point, Low Power High VT, and Low Power Low VT, and General
Purpose Standard VT transistors should be used, in separate designs, where
Low Power High VT is a good starting point. Three different supplies, VDD
= 0.8, 1.0, 1.2 volts is to be used, where 1.0 volt, is a good starting point. The
power and energy consumption, both static and dynamic, should be estimated

for different clock frequencies.

7.4 Mathematical Modelling

Based on the requirements given by the supervisors and shown in the previ-
ous section, a mathematical modelling followed. The first goal of this model
was to determine the value of the different coefficients involved in every sub-
function and by a trial-and-error process, the amount of sub-intervals needed
to provide the required accuracy. This model also helped to determine with
exactitude the word length of every signal and of every hardware module in

the design. Furthermore, this model was also used with verification purposes,
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to corroborate that the values obtained by the hardware implementation co-
incided with the ones obtained by this model. To achieve this mathematical
model, the algorithm was divided into the three different stages proposed in
Fig. 7.2, pre-processing, processing and post-processing.

Operand V

Pre—
Processing

Operand X

Processing

Operand Y

Post—
Processing

perand Z

FIGURE 7.2: Design Stages

7.4.1 Pre-processing

In the pre-processing stage two transformations were performed in order to
simplify the calculations. The first one was to represent the input value z,
in floating point base four notation, as explained in Chapter 2. In this chap-
ter, it is explained how this notation reduces the hardware complexity in the
calculations of the square root. Therefore, the calculations are reduced to a
calculation of the square root of a real value, xpgseq, With a numerical range

between one and four and to a shifting operation. The shifting operation is

36



easily achievable in hardware and the calculation of the square root of xpgses

is to be performed by applying the proposed methodologies.

To this end, the second optimization was applied and consisted in the normal-
ization of Tpeseqa- As it is possible to see in Fig. 7.3(a), the function /Tpqse,
ranges from one to four, for the z axis and from one to two for the y axis.
Since the normalization is a transformation in which the function becomes
only defined between the values zero and one in both axes, the |/Tpgse, func-
tion needs to be moved towards the y axis, as in Fig. 7.3(b). This movement
is represented mathematically as a subtraction with the value one. After this
step, the function in question is defined between zero and three for the z axis.
By dividing it with the value three, the function becomes defined between the
values zero and one for both axes, as in Fig. 7.3(c). This function, called
forg(z) from now on, is the function to be approximated by the combination
of the proposed methodologies. The expression represented in (7.1) resumes

the normalization transformation from a mathematical point of view.

forg(®) =V1+3- 21 (7.1)

7.4.2 Processing

In the processing stage, the first step was to determine the coefficients of the
first sub-function sq(z), based on the recently obtained fo.4(x). Applying
(7.2a), it is given that the coefficient ¢; equals 0.5, thus the first sub-function

s1(z) can be represented as in (7.2b).

c1 = }CILI?([) forﬁgc(x) -1 (72&)
s1(x) =z 4+ 0.5(x — z?) (7.2b)
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FI1GURE 7.3: Normalization

A graphical representation of f,.4(x) and its first approximation, the first
sub-function s1(z), can be seen in Fig. 7.4. As it is possible to see in this
figure, this first approximation is somehow inaccurate, therefore the need of
a second sub-function. Thus, the first help function fi(x) was needed and it
was obtained utilizing the expression in (7.3). Its graphical representation can

be seen in Fig. 7.5.
_ forg(x)

s1(x)

fi(z) (7.3)

To approximate this help function applying the Second Degree Interpolation

Methodology, a trail —and—error process took place to determine the amount
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FIGURE 7.5: Approximation to the first help function

of intervals and their approximation coefficients. As it is explained in more
detail in Chapter 9, it was proven that for eight intervals, the required accuracy
was provided by the approximations, thus the help function fi(z) was divided
into eight sub-intervals and their approximation coefficients obtained as in
(7.4a), (7.4b), (7.4c) and (7.4d). In table 7.1 all the obtained coefficients

for the second sub-function are shown and the second sub-function s ;(z) is
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represented in (7.5).

la; = f1(Zstart,i) (7.4a)
J2,i = ki + o (7.4b)
Tendi) — f1(z ;
kQ,i _ fl( end,z) fl( start,z) (74:C)
Tendi — Tstart,i
c2i = A f1(Tmiddie,i) — l2,i — 0.5ka ] (7.4d)
Interval (i) lai Joyi C2,i

0 1.000000000000000 | —0.050626667552115 | —0.011205116002104
1 0.960578448449989 | —0.028386869455018 | —0.007083055280797
2 0.939274634275768 | —0.014364452778615 | —0.005097130170301
3 0.930007311667454 | —0.004253765183449 | —0.003906250000000
4 0.929822128134704 | 0.003836343188820 —0.003547417729198
5 0.937205889052722 0.010899360255743 —0.003332543559085
6 0.951437792867549 0.017538352398746 —0.003332589083664
7 0.972308734349959 0.024180532433370 —0.003510733216671

TABLE 7.1: Set of Coefficients for 8 intervals
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1.000000000 — 0.05062666 - x,, + 0.011205116 - 22, for i =0
0.960578448 — 0.02838686 - x,, + 0.007083055 - 22, for i = 1
0.939274634 — 0.01436445 - 2, + 0.005097130 - 22, for i = 2
() 0.930007311 — 0.00425376 - 2, + 0.003906250 - 22, for i = 3
s9i(x) =
- 0.929822128 + 0.00383634 - ,, + 0.003547417 - 22, for i = 4
0.937205889 + 0.01089936 - z, + 0.003332543 - 22, for i =5

0.951437792 + 0.01753835 - x,, + 0.003332589 - 22, for i = 6

0.972308734 + 0.02418053 - 7, + 0.003510733 - 22, for i =7
) (7.5)

It is important to mention that in this stage the recombination of the sub-
functions was performed, based on a single multiplication. At the end of this

stage, the optimized and normalized result was produced.

7.4.3 Post-Processing

In the post-processing stage the transformations applied in the pre-processing
stage were reversed to obtain the final result. As it can be seeing in (7.6), the

values are first de-normalized and then shifted exp times.

z(x) = [y(x) + 1] - 2% (7.6)

7.4.4 Bit True Simulation

At this point of time, the mathematical model was computing the square root

values achieving the requirements. The square root values were calculated
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and compared with those of Matlab square root function and the required
accuracy was provided by the approximations. Furthermore, the coefficients
belonging to the sub-functions were obtained. However, the purpose of this
mathematical model was to provide an ideal mathematical representation of
the hardware implementation and since the computational power of Matlab'
exceeds the needs of our design, this model was not complete. A technique
called bit true simulation was employed to determine what portion of this
computational power was needed in our design. This technique was proposed
by Erik Hertz and is based on truncating and/or rounding the variables of the
mathematical model to resemble the word length of the signals of the hardware
implementation. It is based on shifting, achieved in Matlab by multiplications
with base two numbers, truncating or rounding and then, shifting back the
same amount of bits. In table 7.2, it is possible to see an example applying
this technique, where a nine bits signal is truncated to a five bits signal.
This process was applied to every variable of the mathematical model and
the amount of bits shifted was tested until it provided the smallest amount
of bits to be kept while still providing the required accuracy. It is important
to mention that this method determines the smallest chip area for a given
combination of signals word length, but it fails in determine which combination
is the best. The authors aimed to reduce the sizes of the multipliers and
decided to implement a good enough combination of signals word length that

provided a good hardware implementation, but it might not be best one.

Representation ‘ Number ‘ Shifting ‘ Truncating ‘ Shifting back
Decimal 5.6406 5.6456 - 22 = 22.5824 22 5.9
Binary 101.100001 10110.0001 10110 101.10

TABLE 7.2: Bit True Simulation

1Tool used to develop this mathematical model

42



7.5 Conclusions

A mathematical model of the hardware implementation has been developed.
The coefficients, intervals and word length of the signals has been determined.
The code of this mathematical model can be found in the Chapter Appendix
of this Master Thesis Report. The next step is the Hardware Implementation

of the design.
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Chapter

Architecture

8.1 Introduction

In this chapter, the proposed architecture of each of the stages is presented,
as well as the optimizations applied to the algorithm to minimize the hard-
ware resources and execution times. Similarly to the mathematical model
approach, the hardware implementation of the design was partitioned in the

three different stages, pre-processing, processing and post-processing.

8.2 Pre-Processing

The architecture of the pre-processing stage can be seen in Fig. 8.1, where V is
the input value and X is Z,,0rm- The first step was the implementation of the
floating-Point conversion in base four module. It was achieved by searching
for the most significant digital one in pairs of bits of the input signal. The

exponent value equalled the order of the bit pair times two, starting from the
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16bits

FIGURE 8.1: Normalization Stage

least significant pair with a value of zero. As it possible to see in table 8.1,
the integer part of the base four value takes the value of the bit pair where
the most significant digital one was found and the fractional part takes the

value of the bits to the right of this bit pair.

Decimal Binary Pairs of bits Base 4
76543210
50456 1100010100011000 | 11 00 01 01 00 01 10 00 | 11.00010100011000 - 24

387 0000000110000011 | 00 00 00 01 10 00 00 11 | 01.10000011000000 - 28

TABLE 8.1: Floating Point Base 4 Conversion

The second step was the Normalization process and it was performed on the
base four value. First, one was subtracted from its integer part, as it can be
seen in table 8.2. Then, this result was divided by three, what in hardware was
achieved by multiplying by % or by 0.3333. The output results of this stage
X or Tnorm was then rounded, instead of truncated, due to the extensive use

of this value in the rest of the design, impacting thus the overall precision.

11.00010100011000

—1.

10.00010100011000

* 0.010101010101010  (0.3333)
0.10110001011101

0.101100011 rounding to 10 bits

TABLE 8.2: Normalization
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8.3 Processing

The implementation of the sub-functions occurred in this stage. Its architec-
ture can be seen in Fig. 8.2, where the inherent parallelism of the algorithm is
well represented. The calculations of the sub-function s1(z) (on the top of the
figure) and the sub-function sy ;(x) (on the bottom) occurred simultaneously.

In this figure, Y represented the normalized final result.

<< +
10y, 114,
bits bits /gbits

| 17bits U 18bits U 13bit5¢

1Obits

FIGURE 8.2: Processing Stage

When approaching the hardware implementation of this stage, four optimiza-
tions were performed to decrease its hardware complexity. The first one was
to regroup the calculations to be executed for the first sub-function s;(x).
This sub-function initially represented as in (8.1a) was regrouped as in (8.1b),
which decreased the complexity of the calculations to two shifting operations,

two additions/subtractions operations and one squaring unit.

s1(z) = x4+ 0.5(z — z?) (8.1a)

s1(x) = 1.5z — 0.52> (8.1b)
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The second one, was to scrutinize the coefficients to be stored in the different
look-up tables to extract leading sequences of zeros to even further decrease
the use of silicon resources. These values were re-arranged later on in hard-
ware all at once. The third optimization constituted the implementation of the
Squarer following the methodology described in Chapter 3. The fourth opti-
mization was the rounding of the input signals of the recombination multiplier

to decrease the size of this unit, which is the largest in the design.

8.4 Post processing

In the post-processing stage of the design, the final result Z was extracted
from Y as shown in Fig. 8.3. This was the smallest stage of the design, since
the addition was implemented as a concatenation due to that the input value
was known to be lesser than one and a right shifting operation, which is very

simple implemented in hardware, as in Fig. 8.4.

1 erp

16bits

FIGURE 8.3: Post-Processing Stage

8.5 RTL Implementation

The Register-Transfer-Level was described utilizing the hardware description
language VHDL’93. It consisted of two packages files comp pack.vhd and
constants.vhd, where the parametric modules and all the signals length and

parameter of the design were implemented and declared, respectively. Thus,
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FIGURE 8.4: Right Shift Operation

if the input or output value word length is altered in the requirements, there
is no need to re-write the entire design. By determining the signals word
length in the mathematical model and changing the respective values in the
file constants.vhd, the hardware will be re-generated to the new conditions.
The description also consisted of a top.vhd file, where all the components
declared in the comp pack.vhd file were instantiated and interconnected. This
decreased the coding-debugging time, because it allowed the testability of
every module separately and later on, their interconnections, going from a
simpler to a more complex implementation, where the earlier step was known
to be working. For testability purposes another file was created testbench.vhd,
to determine the correct functioning of the modules and of the entire design.

These codes are listed in the Chapter Appendix of this Master Thesis Report.
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Chapter

Error Analysis

When analysing the error behaviour of the mathematical model, the results
achieved by the proposed methodology were compared to those of the Mat-
lab! square root function. In Fig. 9.1(a) and Fig. 9.1(b) it is possible to
see the difference between these two set of results, when applying the pro-
posed methodology employing four and eight intervals, respectively. These
graphs show that the results achieved by the proposed methodology present

a maximum error in the order of 0.8 x 10~% and 1.2 % 10°.

However, the dB scale is a preferred method when analysing accuracy in hard-
ware, because of (9.1). In Fig. 9.1(c) and Fig. 9.1(d), it is possible to see

these differences expressed in dB,

where the maximum absolute error for four intervals is approximately 80 dB,

which implies an accuracy of 13.3 bits, and the maximum absolute error for

!De facto standard high-level language and interactive environment for numerical com-
putation, visualization, and programming, developed by MathWork
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FIGURE 9.1: Error Behaviour

eight intervals is approximately 95 dB, thus achieving an accuracy of 15.8 bits.

6.02 dB ~ 1 bit (9.1)

None of this results satisfies the accuracy requirement, but the eight inter-
vals implementation is really close to it. By further scrutinizing the results
shown in Fig. 9.1(d), it is possible to see that the absolute maximum error
is achieved in the second peak from the right, while the first peak presents a
much lower maximum value. Since, the proposed methodology calculates the

approximations by utilizing parabolic functions that cut the original function
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in the start, middle and end points, it is given that the error achieved between
the start and middle points is related to the error achieved between the mid-
dle and end points, see Fig 4.2. By changing the value of the coefficient cg;;,
it is possible to change the point where the approximation cuts the middle
value of the original function. This can be used to decrease the absolute error
achieved in the start-to-middle approximation while increasing the absolute
error in the middle-to-end approximation, or vice versa or in other words, to
decrease the absolute error achieved in the second peak from the right, while

increasing the absolute error in the first one.

9.0.1 Coefficients Optimization

By re-accommodating the coefficients cp; of the sub-functions sz ;, it was pos-
sible to alter the error behaviour of the algorithm. In Fig. 9.2(a) and Fig.
9.2(b) it is possible to see that the error behaviour decreased after optimiz-
ing the coefficients. This optimization was done by adding or subtracting a
small amount to the coefficients, to change the points where the approxima-
tion crosses the original function. This operation moves the error achieved
in one side of the sub-interval approximation to the other, reducing thus the
maximum error. As it is possible to see in these graphs, the maximum ab-
solute error is now in the order of 90 dB or 14.9502 bits of accuracy for four
sub-intervals and 99 dB or 16.4452 bits of accuracy for eight sub-intervals,
achieving thus the required accuracy. The optimized coefficients for eight

sub-intervals can be seen in table 9.1.

However, when analysing the error behaviour of the real hardware implemen-
tation, see Fig. 9.3, it is possible to see a different behaviour. This is caused

by the truncation or rounding of the internal signals of the design, which was
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F1GURE 9.2: Error Behaviour with Optimized Coefficients

Interval(i) la; J2.i C2,i
0 1.000000000000000 | —0.050537109375 | —0.0112304687500
1 0.960571289062500 | —0.028320312500 | —0.0070800781250
2 0.939270019531250 | —0.014404296875 | —0.0051269531250
3 0.929992675781250 | —0.004150390625 | —0.0040283203125
4 0.929809570312500 | —0.003906250000 | —0.0035400390625
) 0.937194824218750 | —0.010986328125 | —0.0032958984375
6 0.951446533203125 | —0.017578125000 | —0.0032958984375
7 0.972320556640625 | —0.024169921875 | —0.0035400390625

carefully calculated with the bit-true simulation to avoid absolute maximum

error values above the requirements.

TABLE 9.1: Optimized Set of Coefficients

9.0.2 Statistics

The probability distribution for the whole interval of  can be seen in Fig. 9.4.

In this figure, it is possible to see that for a error value of zero the probability

is the highest and vanishes with increasing values of the error.

The standard deviation (std) was calculated, as well as the mean value (mean),

the root mean square value (rms) and the median error (median). These values
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can be seen in table 9.2. It is important to notice how the standard deviation
value and the root mean square value are in the same order and that the mean

value and median error are really small.

4,000

2,000

FIGURE 9.4: Probability Distribution

std 1.0305967893090 - 10~2

mean 6.149186432794 - 103

rms 1.2000993597086 - 10~2

median | 1.182310703335965 - 10~*

TABLE 9.2: Statistics
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o 10

Place and Route

The final step in the digital design flow was to take the verilog netlist of the
design generated by the synthesis tool and convert it to a layout representation

using a place and route tool, in this case being SOC Encounter from Cadence.

The place and route process starts by importing the design, followed by defin-
ing the global power nets (vdd and gnd). After that, the floor planning was

done, in our case having a floor plan of 133.73 pm? on 141 pm? for our logic.

Given the fact that for our design, it was decided not to include the input
output pads (because it would have taken too much area, comparing with the

area of our logic), the IO placement step was skipped from our script file.

The next accomplishment was to add the power rings and power stripes. The
power ring was added around the core of the design and we used metal 3 for
the horizontal wires and metal 4 for the vertical ones and the same for the

power stripes.

Following the power planning, the placement of the standard cells was carried

out, succeeded by the placement of the filler cells and the special routing, the
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final layout looking as in Fig. 10.1. All the steps were organized in a tcl script,

which can be found in the appendix for further utilization.

F1GURE 10.1: Layout of the Design

Modelsim simulations were performed after the routing of the design, in order
to assure that the design is still working according with the specifications.
For the simulation after place and route, we have included the verilog netlist
file, the test bench of the design, the Standard Delay Format (.sdf) file and
the corresponding library. Simulations after the placement of the design are
functioning correct, the only unwanted consequence, being the glitches, which

happens sometimes as signals propagate through combinational logic.

The reason why this happened was because the different signal paths have
different delays, so when one input reaches the input of a gate while the other

input is delayed, a wrong output may occur. The output signal is however
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corrected once all of the correct inputs were propagated through, but the

dynamic power dissipation can increase significantly, due to the glitches.
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Results

11.1 Area Results reported by Design Vision Syn-
thesis Tool

Fast computations, small silicon area and low power consumption are the
challenges of every single digital design, however sometimes, compromises has

to be done as well regarding at least one of the requirements.

In our case, the square root calculation algorithm has been constrained for
minimum computational time, giving it priority over the silicon area. As a
start point, we synthesised our RTL code using Low Power High Threshold
Voltage library [15], which is a Standard Cell library for the 65nm technology
used in VLSI digital design platform and is optimized for use in low power

applications.

For a better observability, the area results are synthesised in the graph below:
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FIGURE 11.1: Area representation for LPHVT, LPLVT,GPSVT

For the Low Power High Threshold Voltage library operating at 1.00 V, the
area of our design was resumed in table 11.1. Given the fact that our de-
sign does not have any sequential logic, the total area of it is given by the

combinational logic, which in this case is 10748.399840pm?.

Type Area Unit measure
Combinational area 10748.399840 pm?
Noncombinational area 0.000000 pm?
Total cell area 10748.399840 pm?

TABLE 11.1: Area Low Power High Threshold Voltage 1.00V

The number of resources used for implementing the combinational logic of our
design can be retrieved from table 11.2. As can be observed from the table

below, only 432 cells had been used, which translate in a very small logic.

In the case of Low Power High Threshold Voltage library operating at 1.10V,
the area of the design has decreased as can be observed in table 11.3, now
the design occupying 10149.879847pm? but the number of the used resources

increased as is discernible from table 11.4.
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Name Size

Number of ports 32
Number of nets 289
Number of cells 432
Number of combinational cells 421
Number of sequential cells 0
Number of macros 0
Number of buf/inv 147
Number of references 120

TABLE 11.2: Used Resources

Type Area Unit measure
Combinational area 10149.879847 pm?
Noncombinational area 0.000000 pm?
Total cell area 10149.879847 pm?

TABLE 11.3: Area Low Power High Threshold Voltage 1.10V

Name Size
Number of ports 32
Number of nets 583
Number of cells 426
Number of combinational cells 415
Number of sequential cells 0
Number of macros 0
Number of buf/inv 126
Number of references 121

TABLE 11.4: Used Resources for 1.10V

For the Low Power High Threshold Voltage library operating at 0.9V, the area
and resources are depicted in table 11.5 and table 11.6

Similarly with Low Power High Threshold Voltage, Low Power Low Threshold
Voltage (LPLVT) [16] library is also a Standard Cell library for the 65 nm
technology, used for VLSI digital design platform which is optimized for use

in low power applications.
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Type Area Unit measure

Combinational area 9646.519829 pm?
Noncombinational area 0.000000 pm?
Total cell area 9646.519829 pm?

TABLE 11.5: Area Low Power High Threshold Voltage 0.9V

Name Size
Number of ports 32
Number of nets 595
Number of cells 438
Number of combinational cells 427
Number of sequential cells 0
Number of macros 0
Number of buf/inv 153
Number of references 122

TABLE 11.6: Used Resources for 0.9V

Area results for Low Power Low Threshold Voltage Library operating at 1.00
V are shown in table 11.7, where it can be observed that using this library
we have almost the same area (10211.2398521m?) as the one taken by Low
Power High Threshold Voltage, operating at the same voltage supply.

Type Area Unit measure
Combinational area 10211.239852 pm?
Noncombinational area 0.000000 pm?
Total cell area 10211.239852 pm?

TABLE 11.7: Area for Low Power Low Threshold Voltage 1.00V

The number of used resource is detailed in table 11.8.

The area for the Low Power Low Threshold Voltage library 1.10 V is shown in
table 11.9, and the resources used for the implementation of our combinational

logic is laid out in table 11.10. From table 11.9 and table 11.7, we can conclude
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Name Size

Number of ports 32
Number of nets 652
Number of cells 495
Number of combinational cells 484
Number of sequential cells 0
Number of macros 0
Number of buf/inv 198
Number of references 115

TABLE 11.8: Used Resources for LPLVT 1.00 V

that the area of our design is just slightly decreasing by changing the voltage
supply of the used library.

Type Area Unit measure
Combinational area 9985.039862 pm?
Noncombinational area 0.000000 pm?
Total cell area 9985.039862 pm?

TABLE 11.9: Area Low Power Low Threshold Voltage 1.10V

Name Size
Number of ports 32
Number of nets 620
Number of cells 463
Number of combinational cells 452
Number of sequential cells 0
Number of macros 0
Number of buf/inv 153
Number of references 131

TABLE 11.10: Used Resources for LPLVT 1.10 V

Similarly, the area for Low Power Low Threshold Voltage operating at 0.9V

are described below:
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Type Area Unit measure

Combinational area 11686.999874 pm?
Noncombinational area 0.000000 pm?
Total cell area 11686.999874 pm?

TABLE 11.11: Area Low Power Low Threshold Voltage 0.9V

Name Size
Number of ports 32
Number of nets 652
Number of cells 495
Number of combinational cells 484
Number of sequential cells 0
Number of macros 0
Number of buf/inv 167
Number of references 108

TABLE 11.12: Used Resources for LPLVT 0.90 V

The General Purpose Standard Threshold Voltage Library (GPSVT) [17] also
represents a Standard Cell library for the 65 nm technology, used in general
purpose applications and has 866 Combinational and Sequential cells. Is op-

timized for high performance, low power or general purpose use.

Area results for General Purpose Standard Threshold Voltage Library oper-
ating at 1.00 V are pointed in table 11.13, in this case our design occupying

an area of 9957.999843 yum?. The used resources for the implementation of

Type Area Unit measure
Combinational area 9957.999843 pm?
Noncombinational area 0.000000 pm?
Total cell area 9957.999843 pm?

TABLE 11.13: Area General Purpose Standard Threshold Voltage 1.00V

our combinational logic are retrieved from table 11.14, and comparing it with
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Low Power High Threshold Voltage library, it can be seen that the number of

cells decreased.

Name Size
Number of ports 32
Number of nets 608
Number of cells 451
Number of combinational cells 440
Number of sequential cells 0
Number of macros 0
Number of buf/inv 151
Number of references 117

TABLE 11.14: Used Resources for GPSVT 1.00 V

For the same library, but operating at 1.10 V, the area is described in table

11.15, and the usage of resources in table 11.16.

Type Area Unit measure
Combinational area 9795.759843 pm?
Noncombinational area 0.000000 pm?
Total cell area 9795.759843 pm?

TABLE 11.15: Area General Purpose Standard Threshold Voltage 1.10V

The number of resources that has been used are given below:

Name Size
Number of ports 32
Number of nets 574
Number of cells 417
Number of combinational cells 406
Number of sequential cells 0
Number of macros 0
Number of buf/inv 126
Number of references 121

TABLE 11.16: Used Resources for GPSVT 1.10 V
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In the case of General Purpose Standard Threshold Voltage with Vz; = 0.90V

the area reports are given in table 11.17 and table 11.18.

Type Area Unit measure
Combinational area 9646.519829 pm?
Noncombinational area 0.000000 pm?
Total cell area 9646.519829 pm?

TABLE 11.17: Area for GPSVT library 0.90 V

Name Size
Number of ports 32
Number of nets 295
Number of cells 438
Number of combinational cells 427
Number of sequential cells 0
Number of macros 0
Number of buf/inv 153
Number of references 122

TABLE 11.18: Used Resources for GPSVT 0.90 V

However, the area of the design given by using different voltages, can not
be compared, given the fact that, for the different voltages we did not used
the same conditions. Note that for all three libraries, it was used for the
simulation 0.90V-worst condition, 1.00V-nominal condition and 1.10V-best

condition, thus the incomparable values.

11.2 Power Consumption results from Design Vision
Reduction of power consumption makes a device more reliable and power

management is one of the important design challenges as the technology ad-

vances. As known, the two very important components which determine the
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power consumption in a CMOS design are the static power consumption and

dynamic power consumption.

Static power consumption is the product of the device leakage current and
the supply voltage. Total static power consumption, PS, can be obtained as

shown in equation 11.1.

PS = Z(leack‘age_current) X (supply _wvoltage) (11.1)

The dynamic power consumption of a CMOS IC is calculated by adding the
transient power consumption (PT), and capacitive-load power consumption

(PL), as in equation 11.2.

den = Finternal T Pswitching (112)

The transient power consumption is due to the current that flows only when
the transistors are switching from one logic state to another and the equation

is depicted in 11.3.

1
-Pintermzl = Vdd Iintermzl + 5 * CintL * Vd2d * T'r (113)

The capacitive load power consumption (PL) is the additional power, which is
consumed in charging external load capacitance, and is dependent on switching

frequency, as shown in equation 11.4.
1 2
Pswitching = 5 * Op * Vdd *Tr (114)

Where:
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T,=toggle rate, number of switching of data per unit time.
Cint=Iinternal load capacitance
Cr=load capacitance

The power consumption results shown in the tables below depicted in the

following graph.

=
o
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PowerConsumption [W]
]
o

Voltage [V]

F1GURE 11.2: Power Consumption for LPHVT, LPLVT,GPSVT

The design has been analysed for low effort and the synthesis results for the
power consumption using the Low Power High Threshold Voltage Library at
1.00V are the ones depicted in table 11.19.

Power Internal Switching Leackage  Total
Group Power Power Power Power
combinational  2.0543 1.5610 0.2650e-06 3.6154
Total 2.0543 1.5610 0.2650e-06 3.6154

TABLE 11.19: Power Report in mW
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Dynamic power consumption for Low Power High Threshold Voltage library
operating at 1.00V is shown below in the table 11.20, and it contains Internal

Power and Switching Power.

The Internal Power is 2.0543 mW, which is the power consumed within a cell
for charging and discharging internal cell capacitances and it also includes
short-circuit power. The Switching Power is 1.5610 mW, and it represents the
power dissipated for charging and discharging the load capacitance from the

cell output.

Static Power (Leackage Power) is 0.2650e pW and is the power consumed by
the gate when is not switching and is caused by the currents that flow through

the transistors even though they are turned off.

The total power using Low Power High Threshold Voltage for V;; = 1.00V is

3.6154 mW and it represents the sum of the preceding power values.

Name Value Unit Measure Percentage
Cell Internal Power  2.0543 mW 57%
Net Switching Power 1.5610 mW 43%
Total Dynamic Power 3.6154 mW 100%
Cell Leakage Power  0.2650 W

TABLE 11.20: Dynamic and Static Power Consumption

Using the same library, but for Vzz = 1.10V, the power consumption has

increased as can be seen from the table 11.21.

The details about total power consumption for the Low Power High Threshold
Voltage for VDD=1.1V are depicted in table 11.22.

In the case of Low Power High Threshold Voltage Library for 0.9V the reported

power by Design Vision is shown in table 11.23. The power consumption for
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Name Value Unit Measure Percentage

Cell Internal Power  2.4116 mW 56%
Net Switching Power  1.8937 mW 44%
Total Dynamic Power 4.3160 mW 100%

Cell Leakage Power  2.0697 W

TABLE 11.21: Dynamic and Static Power Consumption for 1.10V

Power Internal Switching Leackage  Total
Group Power Power Power Power
combinational  2.4116 1.8937 1.0697e-06 4.3160
Total 2.4116 1.8937 1.0697e-06  4.3160

TABLE 11.22: Power Report for 1.10V in mW

Name Value Unit Measure Percentage
Cell Internal Power 2.1911 mW 60%
Net Switching Power  1.4425 mW 40%
Total Dynamic Power  3.6344 mW 100%
Cell Leakage Power  0.078317 W

TABLE 11.23: Dynamic and Static Power Consumption for 0.9V

the combinational logic of our design is shown below in table 11.24.

Power Internal Switching Leackage Total
Group Power Power Power Power
combinational  2.1911 1.4425 0.078317e-06 3.6344
Total 2.1911 1.4425 0.078317e-06 3.6344

TABLE 11.24: Power Report for 0.9V in mW

For the given Low Power Low Threshold Voltage Library operating at Vy; =
1.00V, power consumption is detailed in table 11.25.

The dynamic and static power consumption for the Low Power Low Threshold

Voltage at 1.00V as is shown in table 11.26 and in table 11.27 is detailed the
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Power Internal Switching  Leackage Total

Group Power Power Power Power
combinational  2.1404 1.8489 0.75076e-06  3.9968
Total 2.1404 1.8489 0.75076e-06  3.9968

TABLE 11.25: Power Report for LPLVT 1.00V in mW

power report for Low Power Low Threshold Voltage operating at 1.10V. Just

Name Value  Unit Measure Percentage
Cell Internal Power 2.1404 mW 54%
Net Switching Power  1.8489 mW 46%
Total Dynamic Power  3.9968 mW 100%
Cell Leakage Power  0.75076 pW

TABLE 11.26: Power consumption LPLVT 1.00V

by changing the voltage supply from 1.00 V to 1.10 V | the power consumption

of the design has almost doubled.

Power Internal Switching Leackage Total
Group Power Power Power Power
combinational  2.8996 2.1916 1.1265  6.2177
Total 2.8996 2.1916 1.1265  6.2177

TABLE 11.27: Power Report for LPLVT 1.10V in mW

Total dynamic and static power consumption for Low Power Low Threshold

Voltage 0.90 V, are detailed further in table 11.28 and table 11.29.

Name Value  Unit Measure Percentage
Cell Internal Power 1.9762 mW 56%
Net Switching Power — 1.5323 mW 44%
Total Dynamic Power  3.5457 mW 100%
Cell Leakage Power  0.37188 pW

TABLE 11.28: Power consumption LPLVT for 0.90V
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Power Internal Switching  Leackage Total

Group Power Power Power Power
combinational  1.9762 1.5323 0.37188e-06  3.5457
Total 1.9762 1.5323 3.7188e-06  3.5457

TABLE 11.29: Power Report for LPLVT 0.90V in mW

The power consumption results using the General Purpose Standard Thresh-
old Voltage operating at 1.00V are presented in table 11.30, and the dynamic

and static power consumption for the specified library are shown in table

11.31.
Power Internal Switching Leackage  Total
Group Power Power Power Power
combinational  2.5994 1.8233 0.1995e-06 4.6222
Total 2.5994 1.8233 0.1995e-06 4.6222

TABLE 11.30: Power Report for GPSVT 1.00V in mW

Name Value Unit Measure Percentage
Cell Internal Power  2.5994 mW 59%
Net Switching Power  1.8233 mW 41%
Total Dynamic Power 4.6222 mW 100%
Cell Leakage Power 1.995 W

TABLE 11.31: Dynamic and static power consumption GPSVT for 1.00V

For the same library, but 1.10 V voltage supply, the static power consumption
and dynamic power consumption results are displayed in table 11.32 and 11.33.
When changing the voltage supply of the General Purpose Standard Threshold
Voltage library from 1.00 V to 1.10 V, the power consumption increased very

much, now having a total power consumption of 14.3000 mW.

For General Purpose Standard Threshold Voltage operating at 0.90 V the

power consumption is illustrated in table 11.34, and 11.35.
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Power Internal Switching Leackage  Total

Group Power Power Power Power
combinational  3.5431 1.9739 8.7830  14.3000
Total 3.5431 1.9739 8.7830  14.3000

TABLE 11.32: Power Report for GPSVT 1.10V in mW

Name Value Unit Measure Percentage
Cell Internal Power  3.5431 mW 64%
Net Switching Power 1.9739 mW 36%
Total Dynamic Power 14.300 mW 100%
Cell Leakage Power  8.7830 W

TABLE 11.33: Dynamic and static power consumption GPSVT for 1.10V

Power Internal Switching Leackage  Total
Group Power Power Power Power
combinational  2.0643 1.4416 0.5580e-06  4.0639
Total 2.0643 1.4416 0.5580e-06  4.0639

TABLE 11.34: Power Report for GPSVT 0.90V in mW

Name Value Unit Measure Percentage
Cell Internal Power  2.0643 mW 59%
Net Switching Power 1.4416 mW 41%
Total Dynamic Power 4.0639 mW 100%
Cell Leakage Power  0.5580 W

TABLE 11.35: Dynamic and static power consumption GPSVT for 0.90V

As mentioned in the previous section, the values post simulation for the power
consumption can not be compared between the different voltages that were

used due to the fact that were used in different operating conditions.
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11.3 Timing Results from the Synthesis Tool

The critical path is the slowest logic between any two registers, therefore is
the limiting factor preventing us from decreasing the clock period constraint.
Given the fact that our design does not have a clock signal, in order to calculate
the minimum critical path, we were interested to constrain the design for
setting the maximum delay from the input signal to the output signal to 0 ns.
As shown below, the critical path takes a total of 8.73 ns which is bigger than

0 ns that we constraint the design for, consequently the violated slack.

=
ot

—_

Critical Path [s]

<
ot

Voltage [V]

FIGURE 11.3: Critical path for LPHVT, LPLVT,GPSVT

As mentioned before, the design has been constraint for minimum execution
time in the synthesis script, and the critical path for our design using Low
Power High Threshold Voltage library 1.00V has been detailed in table 11.36.

Further details about internal signals timing can be seen in table 11.37.

Name Signal Timing Info Unit Measure
Startpoint  v_mt[13] (input port) 0.00 ns
Endpoint  z_mt[12]| (output port) 8.69 ns

TABLE 11.36: Critical path

76



Point Incr Path Unit Measure

z_mt[12] (out) 0.02 8.69 ns
data arrival time 8.69 ns
max_delay 0.00  0.00 ns
data required time 0.00 ns
data arrival time -8.69 ns
slack -8.69 ns

TABLE 11.37: Timing Information for 1.00V

The timing report for Low Power High Threshold Voltage Library operating at
1.10 V are described in table 11.38. The critical path for the library operating

Point Incr Path Unit Measure
z_mt[8] (out) 0.00 4.49 ns
data arrival time 4.49 ns
max_delay 0.00  0.00 ns
output external delay 0.00 0.00 ns
data required time 0.00 ns
data arrival time -4.49 ns
slack -4.49 ns

TABLE 11.38: Timing Information for 1.10V

at the 1.10 V is detailed in table 11.39 and is taking 4.49 ns. Internal signals

Name Signal Timing Info Unit Measure
Startpoint v_mt|10] (input port) 0.00 ns
Endpoint  z_mt[8] (output port) 4.49 ns

TABLE 11.39: Critical path for 1.10V

timing information for the Low Power High Threshold Voltage library for 0.9
V are detailed in the following tables 11.40. The critical path can be identified
from the table 11.41.

The longest critical path of our design is 17.01 ns, using the Low Power High

Threshold Voltage library for a voltage supply of 0.9V. Using Low Power Low
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Point Incr Path Unit Measure

z_mt[3] (out) 0.00 17.01 ns
data arrival time 0.00 17.01 ns
max_delay 0.00  0.00 ns
output external delay 0.00 0.00 ns
data required time 0.00 ns
data arrival time -17.01 ns
slack -17.01 ns

TABLE 11.40: Timing Information for 0.90V

Name Signal Timing Info  Unit Measure
Startpoint v_mt[14] (input port) 0.00 ns
Endpoint z_mt[3] (output port) 17.01 ns

TABLE 11.41: Critical path for 0.90V

Threshold Voltage library for 1.00V, we have a critical path of 3.16 ns for our

design, given in table ??. Timing details regarding internal signals for Low

Name Signal Timing Info  Unit Measure
Startpoint v_mt[6] (input port) 0.00 ns
Endpoint  z_mt[0] (out) (output port) 3.16 ns

TABLE 11.42: Critical path for LPLVT 1.00V

Power Low Threshold Voltage operating at 1.00 V are detailed below, in table
11.43. The critical path in this case, using Low Power Low Threshold Voltage

Point Incr Path Unit Measure
z_mt[0] (out) 3.16 ns
data arrival time -3.16 ns
max_delay 0.00 0.00 ns
data required time 0.00 ns
data arrival time -3.16 ns
slack -3.16 ns

TABLE 11.43: Timing Information for LPLVT 1.00V
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library with Vgzg = 1.10V is shown in table 11.44 and the timing details in
table 11.45.

Name Signal Timing Info  Unit Measure
Startpoint v_mt|6] (input port) 0.00 ns
Endpoint  z_mt[0] (out) (output port) 2.16 ns

TABLE 11.44: Critical path for LPLVT 1.10V

Point Incr Path Unit Measure
z_mt[0] (out) 0.00 2.16 ns
max_delay 0.00 0.00 ns
data required time 0.00 ns
data arrival time -2.16 ns
slack -2.16 ns

TABLE 11.45: Timing Information for LPLVT 1.10V

Using the Low Power Low Threshold voltage for 0.9 V we have the following
critical path:

Name Signal Timing Info  Unit Measure
Startpoint v_mt[6] (input port) 0.00 ns
Endpoint  z_mt[0] (out) (output port) 6.18 ns

TABLE 11.46: Critical path for LPLVT 0.9V

Point Incr Path Unit Measure
z_mt[0] (out) 0.00 6.18 ns
max_delay 0.00 0.00 ns
data required time 0.00 ns
data arrival time -6.18 ns
slack -6.18 ns

TABLE 11.47: Timing Information for LPLVT 0.90V

For the case of General Purpose Standard Threshold Voltage library, Vg =
1.0V critical path has been detailed in table 11.48.
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Name Signal Timing Info  Unit Measure

Startpoint ~ v_mt[5] (input port) 0.00 ns
Endpoint z_mt[0] (output port) 1.84 ns

TABLE 11.48: Critical path for GPSVT 1.00V

Internal signals timing details are shown below in table 11.49. Using the same

Point Incr Path Unit Measure
z_mt[0] (out) 1.84 ns
data arrival time 1.84 ns
max_delay 0.00  0.00 ns
data required time 0.00 ns
data arrival time -1.84 ns
slack -1.84 ns

TABLE 11.49: Timing Information for GPSVT 1.00V

library but at different voltage, we have the critical path of 1.45 ns as can be

observed in table 11.50. Timing details about internal signals, using General

Name Signal Timing Info  Unit Measure
Startpoint v_mt[11] (input port) 0.00 ns
Endpoint z_mt[1] (output port) 1.45 ns

TABLE 11.50: Critical path for GPSVT 1.10V

Purpose Standard Threshold Voltage library for Vzg = 1.10V, in table 11.51.

Point Incr Path Unit Measure
z_mt[1] (out) 1.45 ns
data arrival time 1.45 ns
max _delay 0.00 0.00 ns
data required time 0.00 ns
data arrival time -1.45 ns
slack -1.45 ns

TABLE 11.51: Timing Information for GPSVT 1.10V
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For the General Purpose Standard Threshold Voltage operating at 0.90 V the

critical path and internal signal’s timing information are set out in table 11.52

and 11.53.
Name Signal Timing Info Unit Measure
Startpoint v_mt[12] (input port) 0.00 ns
Endpoint  z_mt[8] (output port) 3.08 ns

TABLE 11.52: Critical path for GPSVT 0.90V

Point Incr Path Unit Measure
z_ mt[8](out) 3.08 ns
data arrival time 3.08 ns
max_delay 0.00 0.00 ns
data required time 0.00 ns
data arrival time -3.08 ns
slack -3.08 ns

TABLE 11.53: Timing Information for GPSVT 0.90V

11.4 Prime Time Power Analysis Tool

Prime Time PX is a power analysis tool from Synopsys, which can perform
supremely power analysis because it is taking the advantage of the timing and
signal righteousness engines of the PrimeTime solutions for processing our
design data and parasitic back annotation. Furthermore, it supports multiple

signal activity formats.

Altogether, Prime Time PX provides the best platform to accurately use and
analyse all of the key inputs required for explicit power analysis. As illustrated
in Fig. 11.4, in order to analyse the power consumption of our design using
Prime Time PX, we had to take into account the net list of the design, which

determines the design connectivity and the type of cells used in the design.
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FIGURE 11.4: Power Analysis Flow

To compute the internal power of the CMOS cells used in the design, we used
Low Power High Threshold Voltage Library from STMicroelectronics, 65 nm
and the signal activity of the design, which affects both the static and dynamic

power consumption of the design and parasitics (resistance and capacitance).

The power analysis depends on accurate signal activity. The PrimeTime PX
power analysis supports both average and peak power analysis based on the

signal activity provided.

For average power analysis, PrimeTime PX supports the propagation of switch-
ing activity derived from the logic simulation (gate-level), saved as a Switching
Activity Interchange Format (SAIF) file. For peak power analysis, PrimeTime
PX requires a timing logic simulation and generation of the Value Change
Dump (VCD) that takes in the activity and time of every event on each net.
Power analysis was performed using the familiar PrimeTime commands, user

interface, reports, and attributes all incorporated in a Perl script file.

As depicted in Fig. 11.5, the first step in the analysis of power consumption
using Prime Time PX was to set up the power analysis mode. There are two
options for that, either Average Power Analysis, in which the tool performs

a vector free power analysis, using the default toggle rate or Time Based

82



Setup PA
Mode

Link Design

A
Annotation
&
Reading
Activity

A

Analysis &
Report

FIGURE 11.5: Prime Time PX Flow

Analysis, in which were taken into account all factors contributing to power

consumption.

As in the synthesis script, the next step was to set-up the search path and
the link path for the used library. After that, the netlist of the design and
the libraries were read by the tool and then the design was linked. As part
of the script was also the annotation of the parasitics (reading the Standard
Parasitic Exchange Format file) and switching activities (reading the Value

Change Dump file). In the end, the power was analysed and reported.

For our design, we have set up the time based power analysis and a frequency
of 100 MHz. The power consumption report generated by Prime Time PX is
detailed further in table 11.54 and table 11.55 and the units info are in table
11.56.

Hierarchy  Switch Int Leak Total Units
Power Power Power Power

top_level 2.80e-06 2.59e-06 8.02e-09 5.39e-06 W

TABLE 11.54: Power Information Prime Time PX
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Hierarchy Peak Peak

Glitch ~ X-Tran Units
Power Time Power Power
top_ level 2.77e-02 15360.808999 — 15360.809000 1.21e-08  0.0000 W%
TABLE 11.55: Power Information
Name Units
Voltage Units 1V
Capacitance Units 1 pF
Time Units 1 ns
Dynamic Power Units 1 W
Leakage Power Units 1 W
TABLE 11.56: Power-specific unit information
We have also analysed the power consumption of our design at 200 MHz and
the results were summarised in table 11.57 and table 11.58.
Hierarchy Peak Peak Glitch ~ X-Tran Units
Power Time Power Power
top_level 5.03e-02 122880.949000 — 122880.949001 9.44e-08 0.00 W

TABLE 11.57: Power Information-part2

Hierarchy  Switch Int Leak Total
Power Power  Power Power
top_level 1.35e-05 1.06e-05 2.22e-8 2.40e-05 W

Units

TABLE 11.58: Power Information

Similarly with the power, the energy efficiency is a very important design

requirement this days. The energy consumption is given by the formula from
equation 11.6 and 11.5.

T
Energy = /P(t) dt. (11.5)
0
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Energy = Power * Time (11.6)

Simulation  Total Power Total Energy
Time Consumption Consumption [Unit|
75535e-09 5.39e-06 4.071e-10 [J |

TABLE 11.59: Energy Consumption

For our design, the energy consumption has been calculated and is shown in

table 11.59 and table 11.60.

Simulation  Total Power Total Energy
Time Consumption Consumption |Unit|
75535e-09 2.40e-05 1.81e-11 [J |

TABLE 11.60: Energy Consumption-part2

In table 11.61 and 11.62 are synthesised all the data results from the three

used libraries with three different voltages.

Lib  Vg(V)  Area(pm?)  Cells ty(ns)
HVT 0.9 11686.999874 495 17.01
HVT 1.0 10748.399840 432 8.69
ovT 1.1 10149.879847 426 4.49
LVT 0.9 10753.599861 463 6.18
LVT 1.0 10753.599861 495 3.16
LvVT 1.1 9985.039862 463 2.16
SVT 0.9 9646.519829 438 3.08
SVT 1.0 9957.999843 451 1.84
SVT 1.1 9795.759843 417 1.45

TABLE 11.61: Results-part 1
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Lib  Vgg(V) Ppy(mW)  Pier(mW)  Pegr (W)
HVT 0.9 3.6344 2.1911 0.078317
HVT 1.0 3.6154 2.0543 0.2650
HVT 1.1 4.3160 2.4116 1.0697
LVT 0.9 3.5457 1.9762 0.37188
LVT 1.0 3.9968 1.8489 0.75076
LVT 1.1 6.2177 2.1916 1.1265
SVT 0.9 4.0639 2.0643 0.5580
SVT 1.0 4.6222 2.5994 1.995
SVT 1.1 14.300 3.5431 8.7830

TABLE 11.62: Results -part 2
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o 12

Conclusions

Our master thesis demonstrates the hardware implementation approach of
the original algorithm for approximation of unary functions, focusing on the
implementation of the square root function. In this thesis report, using the
cutting-edge Parabolic Synthesis and Second Degree Interpolation methods,
we proved that square root of integer numbers between 0 < z < 65536 are
computed, but also other elementary functions such as logarithm and trigono-

metric functions are suitable for implementation of the same algorithm.

Among other methods that exist these days for calculating the square root
of a number, our implementation has the main advantage of using the same
algorithm approach and architecture for computing other different unary func-
tions, just by changing the sets of the coefficients. The design can be reused in
many other application without any major changes. The Parabolic Synthesis
method is very flexible due to the big advantage of conferring high performance

of the algorithm by using a high parallelism in the architecture.

87



Another major advantage of this implementation is the usage of parallelism
in the architecture, which represents the main factor in the reduction of the
execution time and critical path making this algorithm implementation the

fastest one between the two’s compared in the previous chapter.

The last but not the least benefit of using this method is the usage of only low
complexity operations for the implementation of the logic design like shifting,
adding and multiplication, among which the multiplication is more often used

which translates into a very easy hardware implementation.

12.1 Improvements

As explained in chapter 2, the normalized interval 0<<x<1, was split in 8 subin-
tervals, where the parabolic sub-function was developed as an approximation
of the help function. However, given the fact that the number of intervals sets
up the size of the look up table needed in the last sub-function for storing the
coefficients, an enlargement of the number of intervals is equivalent with an

increase in the accuracy of the algorithm.

Therefore, as an improvement we could consider is increasing the number of
intervals from 8 used in this implementation to 16 intervals. With 16 intervals,
the algorithm implementation is getting even more accurate and faster but at

the price of a bigger area.

Another future improvement could be considering to implement the algorithm
in floating point, which we assume it would reduce the area of the design, since

with the floating point representation the error gets a better accuracy.
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One imminent advancement could be the implementation and design of the cu-
bic root function approximation, using the same architecture but changing the

set of coefficients and taking into account also the logarithm implementation.

Due to the high degree of parallelism inherent in the design architecture, a
possible enhancement would be to pipeline the design, for faster computational

time and higher throughput.

An interesting continuation of the project would be to prototype it on FPGA
for reporting the used resources, chip area, power consumption and critical

path.
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