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Abstract

Bluetooth low energy (BLE) 5.1 allows for Angle of Arrival(AoA) measurements
which in turn requires antenna arrays to be used. These arrays must be low power
which results in that an efficient switching pattern is applied and for greater field
of view good omnidirectivity is necessary. BLE devices are typically small in size
and therefore size reduction of these arrays are of interest. The typical spacing
between antennas in arrays are 0.5λ which is around 6 cm and become rather
large. In this thesis a size reduced L-shaped antenna array consisting of three
antenna elements with 0.3λ spacing is simulated. Two major studies were made
with various spacings between 0.25 and 0.5λ, both physical measurements on a
three element prototype array and simulations showed that 0.3λ was the smallest
spacing achievable without compromising AoA compatibility. The final simulated
antenna array shows peak gain at 2.55 dB and resonance at 2.44 GHz as well as a
field of view of around 100 degrees.
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Popular Science Summary

The usage of device detection is something that has been around since the 1930s.
The development of RAdio Detection And Ranging (RADAR)[1] is what laid the
ground for today’s way of detecting devices. The basic principle of radar detection
is that an electromagnetic wave transmitted by an antenna is reflected at objects
and is subsequently received by the same, or a different, antenna. From the re-
ceived signal the radar can then calculate the delay between the outgoing and the
incoming wave, and thus calculate a distance to the object. In addition radars
are also capable of detecting the direction to the discovered object, this is made
possible by the use of beam steering. This is done by having multiple antennas
as transceivers and weighted in such a way that their radiation pattern interfere
with one another to form a common beam, known as a phased array. The weights
of the antennas are then altered in such a fashion that the common beam sweeps
a span of interest of detection.

The recent releases in Bluetooth (BLE 5.1) have made it possible to detect
other Bluetooth devices in the vicinity and the direction they are in. This is
called measuring the Angle of Arrival(AoA) or Direction of Arrival (DoA). BLE
devices are subject to very restricted power consumption which limits the amount
of antennas that can be active at a point in time. This results in that beam
steering is impossible for BLE devices. How this is solved can be seen as beam
steering in reverse, namely having a switched antenna array that receives the signal
and measures the phase difference between the antennas of the incoming wave.
Knowing the phase difference of the antennas is practically the same as knowing
the weights of antennas in an array that is able to implement beam steering.

In a phased array the spacing of the antennas is of great importance. Tradi-
tional arrays have the spacing of half the wavelength of the frequency for which the
array is meant to operate at. This is in order to use as few elements as possible
and still be able to scan arbitrary angles without grating lobes. As mentioned
BLE 5.1 allows devices to implement AoA and these devices tend to be compact
with a smart design raising the question if AoA is implementable with antenna
arrays where the spacing is smaller than half a wavelength. This thesis will try
try to find the consequences of making the arrays more compact and how well a
minimized system can perform.
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Chapter 1
Introduction

1.1 Background and the Company

This thesis is done in collaboration with u-blox Malmö. u-blox has a short range
(including; Bluetooth Wi-Fi) team stationed in Malmö, that has since the release
of BLE 5.1 been working on different software and hardware aspects of AoA. The
published master thesis for a reduced size antenna array for AoA applications, will
be a part of their catalog for customers who are interested in indoor positions for
various applications. To be at the forefront of Bluetooth low energy devices in the
consumer market, it is desirable to be able to offer a compact, smart, low energy
and effective Bluetooth module with AoA capability.

1.2 Thesis Goal

The goal is to minimize the size of and simulate an antenna array applicable for
BLE 5.1 and implementable for AoA. The array should measure an accuracy in
angle of arrival at an acceptable error of 10 degrees at around 5 meter distance.
The array was chosen to be not larger than 3 antennas in each dimension and be
printed on a PCB with a specific layer structure.

1.3 Thesis Work Division

The work has been divided between the authors as evenly as possible. Background
information has been collected by both students as well as the physical measure-
ments on the array. The simulations have been done by both students as well but in
order to optimize time consumption Jonas has done most of the HFSS simulations
that led to a desired result while Felix has done most of the Matlab simulations.
The Matlab script used was designed by both students working together to develop
an as good as possible MUSIC algorithm for the physical measurements as well
as the synthetic data simulations. The simulations in HFSS were also performed
by both students while most of the work resulting in the finished antenna array
PCB design was designed mainly by Jonas while still being a collaboration by both
students. The report has been worked on simultaneously by both students.

1



Introduction 2

1.4 Outline

This report starts with antenna theory. Here is presented different antenna char-
acteristics such as radiation pattern, bandwidth, patch antennas and different an-
tenna tuning methods Following this, theory regarding AoA is summarized. The
MUSIC algorithm is introduced and explained. From there the different hardware
and software tools used in the simulations are explained as well as physical mea-
surements. This leads into the method chapter, where various simulations and
tests are summarized and explained, as well as how they performed and how the
results are acquired.

Following the method chapter there are two chapters where the various results are
presented, with respect to both measurements and simulations. The simulations
produced a lot of data so an explanation in how the result tables are interpreted
is given in this chapter as well as the results of interest. The majority of the
tables are found in the Appendix A. Following these chapters are the discussions
and conclusions followed by future work where there is discussed how different
measures can be taken to improve the results presented in this thesis.

1.5 Delimitations

There are a couple of delimitations put onto this thesis work. Without all of
these delimitations an optimal spacing for size reduction and still being able to
measure AoA would simply depend on too many variables such as gain, radiation
patterns, transmission distance and so on. The main delimitation is the use of
only patch antennas in simulations. The second delimitation was to only use one
set of software in order to compute AoA as well as only one version of a MUSIC
algorithm. All frequencies used are in the bluetooth spectrum. Only linearly
polarized antenna elements were considered. 16 IQ samples were gathered per half
wavelength of the modulated signal by BLE 5.1 when used for AoA measurements.
Which results in a angle resolution of 180

16 = 12 degrees. The final delimitation was
having the antenna elements seperated, i.e not overlapping, which means that the
antenna element size sets the lower limit of possible spacings to test. Measurements
on the physical array were not achievable due to manufacturing delay as well as
missing software.



Chapter 2
Antenna Theory

2.1 Frequency Bands

In wireless communication signals can be transmitted over various frequency bands.
The radio frequency spectrum is divided into different sub frequency bands as seen
in Table 2.1 where different bands are used for different communication scenarios
[4].

Band Frequency Wavelength
VLF 3 kHz - 30 kHz 100 km - 10 km
LF 30 kHz - 300 kHz 10 km - 1 km
MF 300 kHz - 3 MHz 1 km - 100 m
HF 3 MHz - 30MHz 100 m - 10 m

VHF 30 MHz- 300 MHz 10 m - 1 m
UHF 300 MHz - 3 GHz 1 m - 100 mm
SHF 3 GHz - 30GHz 100 mm - 10 mm
EHF 30 GHz - 300 GHz 10 mm - 1 mm

Table 2.1: Wireless communication frequency bands.

2.1.1 BLE 5.1

Bluetooth is a standard that is used for data transmission for short range commu-
nication between devices. Bluetooth operates in the UHF band and uses the 2.4
GHz ISM spectrum band 2.400 - 2.483.5 GHz. BLE or Bluetooth Low Energy is
designed for low power consumption. To enable reliable operation in the
2.4 GHz band it transmits data over 79 channels using frequency hopping spread
spectrum approach [5].

Bluetooth frequency channels (MHz) = 2402 + k, k = 0, 1, ..., 78 (2.1)

BLE 5.1 offers direction finding features and is capable of pinpointing physical
locations of devices, which aids in indoor positioning. Since BLE is designed for

3



Antenna Theory 4

low power consumption it limits the number of active antenna elements at a certain
instant [6]. This forces the position detection devices to implement some sort of
antenna switching scheme in order to lower the power consumption. Compare this
with a switched beam system used in [?] for AoA measurements where there are
multiple antennas scanning the surroundings for the highest received power. The
step up from BLE 5.0 is that devices are now not only able to use signal strength to
determine distance but now also use signal phase to find the direction of the device
in its proximity. The use cases are proposed as finding your keys and to enable
smarthome hardware to pinpoint your location for faster and energy efficient data
transfer.

Figure 2.1: BLE 5.1 Packet format.

The signals used to gather AoA information are based on CTE (continuous
tone extension) [7] which in our case is a pure tone of 250Khz + the current channel
frequency [8]. The reason for this is due to not wanting to have phase modula-
tion during the already precise phase measurements required for AoA. However
the usual bluetooth protocols still need to be used and addressed to start the
transmission [7] an example of this is shown in Figure 2.1. During the packet
formatting no switching should occur as this might cause issues during the setup
of the transmission.



Antenna Theory 5

To prove that the the 250 kHz tone that the IQ data is measured from inherits
the phase difference of the RF signal can be done by using the formula

cos(α) · cos(β) =
1

2
(cos(α+ β) + cos(α− β)) (2.2)

where α = (f1 + f2)2π+ θ and β = 2πf1. Using these the left side of Equation 2.2
becomes

cos((f1 + f2)2π + θ) · cos(2πf1) (2.3)

which in turn can be re written into.

1

2
(cos(((2f1 + f2)2π + θ)) + cos(2πf2 + θ) (2.4)

If f1 is an RF frequency and f2 an IF frequency then with the use of a low pass
filter that only lets frequencies close to f2 pass, the cos signal with the RF fre-
quency will be filtered out and only the IF signal is left. Note that the cos signal
with the IF frequency inherited the phase difference θ [8].

2.2 Antenna Radiation

2.2.1 Near-field and far-field

The radiated field emanating from an antenna element can be divided into three
regions. The first one surrounds the antenna element, called the reactive near-field.
The second one is far away from the antenna element, called the far-field or the
Fraunhofer field. The third one is called the radiating near field (Fresnel region)
and is located in between the near and far-field. All of the regions are shown in
Figure 2.2. The far-field is the most important one as antennas are mostly used
in the far-field. The wave propagation is considered a plane wave in the far field
and does not change with increasing distance from the point source [2] which is
ideal in phase-measurements. The distances required to be in each of the fields
are given by Equations (2.5) and (2.6).

r2 >
2D2

λ
(2.5)

r1 > 0.62

√
D3

λ
(2.6)

The reactive near field is a region that is mainly occupied with a reactive field
where the electric (E) and the magnetic (H) fields are 90 degrees out of phase of
each other, hence the name reactive.

The radiating near field is occupied with radiated field much like the far field
but the wave propagation is still dependent on the distance from the source. In
this region measurements of E and H should be done separately and the source
should not be approximated as a point source which is the case in far-field [9].
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Figure 2.2: Show the relation between distance and field regions.
Based on Figure 2.7 from [2].

2.2.2 Radiation pattern

The radiation pattern of an antenna is a representation of the radiation in the
far field. Different antenna element have different radiation pattern dependent on
the current waves traveling along the antenna. The radiation property most often
displayed as a radiation pattern is radiated energy as a function of the receivers
position along a surface of a constant radius [2].

There are three basic different radiation pattern types, isotropic, directional
and omnidirectional. Isotropic radiation patterns radiate uniformly in all direc-
tions horizontal and vertically alike from a point source which can only be utilized
in theory and can not be produced in a real world scenario. It is used as a reference
to compare other radiation patterns. The directional radiation pattern focuses the
radiation intensity in a certain direction which makes it radiate less towards the
other directions. Omnidirectional antennas radiate equally in a certain plane, for
example the horizontal plane. In this plane the radiation intensity is equal in all
azimuth angles whilst loosing intensity with an increasing vertical angle.

These radiation patterns are commonly shown in a 3D-plot like Figure 2.3.
The figure also shows how a radiation pattern can be represented in 2 dimensions,
but to get the full information of the radiation pattern three 2D plots are needed.
This specific radiation pattern radiates most of its energy in the horizontal plane
(XY-plane) but almost nothing along the Z axis.
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Figure 2.3: 3D radiation pattern showing all three 2D pattern [3].

2.2.3 Directivity

An antenna’s directivity is a measure of how much of the radiated energy is in
a certain direction compared to an isotropic antenna (which radiates equally ev-
erywhere) with the same amount of radiated energy. The directive antenna will
radiate more energy in a certain direction and therefore achieve a higher directivity
but as it has a high directivity in a certain direction it also has lower directivity in
the other directions, as the sum of all the radiated energy is the same between the
directed antenna and the isotropic one. The expression explaining this is shown
in Equation (2.7). It is a measure of the ability to radiate its energy in a certain
direction.

D(θ, φ) =
4πU(θ, φ)

Pt
=

4πU(θ, φ)∫∫
UdΩ

(2.7)

Assume that the maximum directivity is in the direction (θ0, φ0) then maximum
directivity Dmax is

Dmax =
4πUmax∫∫

UdΩ
(2.8)

where Umax is the radiation intensity in the direction where U has its highest value
U(θ0, φ0) [10].
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2.2.4 The Friis transmission formula

The Friis formula gives the received power of your antenna element.

Pr =
PtGtGrλ

2

(4πR)2
(2.9)

The formula depends on the gains of the transmitting and receiving antennas Gt
and Gr, the wavelength λ, the distance between them R and the transmitted power
Pt. It can used as an estimator for the anticipated received power in your antenna
element which is crucial when designing wireless systems [2].

2.2.5 Polarization

The polarization of a plane wave is defined to be the direction of the electrical
field (note that this direction is not the propagation direction). For example the
electric field in Equation 2.10 has polarization in the x-direction

E(z, t) = x̂Aej(ωt−kz) (2.10)

where the propagation direction is in the ẑ direction, t is time, A is the amplitude
of the wave, k = 2π

λ , and ω is the angular frequency. There are three possible
polarizations, linear, elliptical and circular. These are obtained from a phase shift
between the x and y component of the electrical field. The radiated fields depend
on the current waves of the antenna, these in turn give rise to a radiated electrical
field which polarization is dependent on the direction of the current wave. If
the physical orientation of the antenna were to be tilted in space so would the
polarization of the electrical field as it inherits the direction from the current
waves of the antenna. This in turn raises an issue where two identical antennas
might not be able to communicate well with each other if one of them is tilted 90
degrees (from x polarization to y polarization) as the electric field incident on the
receiving antenna can not excite the same current waves that the original antenna
transmitted. The polarization loss factor is a measure of how much power is lost
due to polarization mismatch between two antenna elements

PLF = cos2 φ (2.11)

where φ is the angular difference between the two linear polarized antennas. Table
2.2 shows the amount of losses of a couple common scenarios.
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Transmit polarization Receive polarization Theoretical loss
Vertical Vertical 0dB
Vertical Slant (45 or 135) -3dB
Vertical Horizontal −∞
Vertical Circular (RHCP or LHCP) -3dB
Horizontal Horizontal 0dB
Horizontal Slant (45 or 135) -3dB
Horizontal Circular (RHCP or LHCP) -3dB
Circular (RHCP) Circular (RHCP) 0dB
Circular (RHCP) Circular (LHCP) −∞
Circular (RHCP or LHCP) Slant (45 or 135) -3dB

Table 2.2: Polarization mismatch loss.

2.3 Antenna characteristics

2.3.1 Radiation resistance

The current distribution on an antenna element is related to its length. Different
frequencies distribute different currents on a fixed length antenna due to the fact
that the wavelengths differ. Assume then a constant frequency and therefore a
constant wavelength, this frequency will give rise to different current distributions
on antennas with different lengths as seen in Figure 2.4 [2].

Since the current distribution is different across the antenna element depend-
ing on where you measure it, what is called the radiation resistance will differ
accordingly. The radiation resistance for a λ/2 dipole is 73Ω in free space when
the feed point is in the middle of the dipole [2], as seen in Figure 2.4.

Figure 2.4: Current distribution on a dipole antenna for different
lengths, λ and λ/2
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2.3.2 Reflection coefficient

The reflection coefficient is an expression of how much power gets reflected back
in the transmissions between two different ohmic environments [11]. The formula
for the reflection coefficient is Γ = ZL−Z0

ZL+Z0
or the dB version in Equation (2.12).

ΓdB = 10 log(
ZL − Z0

ZL + Z0
) (2.12)

A scenario where ZL = Z0 results in a reflection coefficient of 0 which means that
the total reflected power is 0 which in turn means that there are no losses due to
reflection. The most common Z0 is 50 Ω which means that the goal of most designs
is to have the radiation resistance at 50Ω at the transmission frequency in order to
avoid unnecessary losses. Coming back to what was mentioned in the previous part
where the feed point was placed at the middle of the antenna element which meant
that the radiation resistance was equal to 73 Ω. Putting in 73 Ω in the reflection
coefficient formula for Z0 = 50Ω gives a reflection coefficient of 0.18 which implies
that some of the power is reflected back. Ideally the reflection coefficient should
be as close to 0 as possible, to achieve this a matching network can be used.

2.3.3 Bandwidth

The bandwidth is the width in the frequency spectrum where the antenna is able
to pick up signals, even though the antenna element is designed for a certain
frequency small deviations from the frequency are still able to be received with a
good signal strength. A larger frequency deviation results in an altered radiation
resistance which in turn results in an altered reflection coefficient which causes
losses. How much losses the system is specified to handle defines how wide the
bandwidth can be. Figure 2.5 shows the bandwidth of an antenna element where
the specification is that the S11 parameter is smaller than −10 dB, in this case
the bandwidth is 28MHz wide, which is sufficient when working in for example
bluetooth.

Figure 2.5: Bandwidth of an antenna element at Bluetooth frequen-
cies.
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2.3.4 Patch antenna

A patch antenna is a low cost, low profile easily fabricated antenna. The antenna
is often fabricated directly on a circuit board and is made from a highly conductive
material often copper [12] with the width and length of half a wavelength. The
patch sits on top of a substrate with a certain permittivity. A patch antenna
radiates due to fringing fields, the antenna can be seen as open circuited at its
edges and that implies that there is no current at the edges while maximum current
at the center due to it being half a wavelength in size. Since its edges can be seen
as open circuit the reflection coefficient will be 1 here this will drive the current
and voltage to be out of phase. This in turn will result in that the voltages at the
opposite edges will be at maximum +V Volts and minimum -V Volts.

The parameters used when designing a patch antenna are its width, length,
type of substrate, thickness of the substrate and feed position where all of these
depend on the specifications on both frequency and bandwidth. The design flow
starts with choosing a frequency the antenna should resonate at and then choosing
a substrate. Then a width can be chosen as

W =
c

2fr

√
2

εr + 1
(2.13)

where c is the speed of light 3 · 108, εr is the dielectric constant of the chosen
substrate and fr is the desired frequency. The effective dielectric constant can be
calculated as.

εeff =
εr + 1

2
+
εr − 1

2

(
1√

1+ 2h
W

)
(2.14)

The effective length can be calculated with as

Leff =
C

2fr
√
εeff

(2.15)

The extension length can be calculated as

∆L = h · 0.412 ·
(εeff + 0.3)

(
W
h + 0.264

)
(εeff − 0.258)

(
W
h + 0.8

) (2.16)

where h is the thickness of the substrate. Lastly the final L can be calculated as

L = Leff − 2∆L (2.17)

With all of these parameters the most basic patch antenna can be made to
resonate at the desired frequency however its bandwidth may not be sufficient
[13]. Note that a small change of these parameters create a sort of chain reaction
where the resonance frequency might change. However this could also be used to
an advantage when designing an antenna for a certain system.

Another important parameter for patch antennas is the feed position, as pre-
viously mentioned in Section 2.3.1. As the position of the feed point change how
the antenna behaves, how well it still resonates at the desired frequency as well as
the width of the bandwidth.
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2.4 Antenna tuning

Antenna performance in theory will always differ from the theoretical values as
there are many more impairing effects such as humans nearby or small amount
of space at play in the real world [14]. Simulation software introduces some of
these impairing effects and is a better tool to use than just formulas when design-
ing antennas as the software tools introduces effects like mutual coupling between
antenna elements, size of ground plane etc. One will quickly realise that even in
the simulation software the antenna does not behave as well as it should accord-
ing to the formulas and some tuning of the parameters will be needed. In the
previous section the antenna parameters were gathered and all of these are viable
parameters to tune. Note that some specifications require the antenna to be at a
certain size or vice versa but that is up to the engineer at hand to work around.
For example if the resonance turned out to be at a different value than desired an
increase or decrease of the antenna element could result in the correct resonance.

2.4.1 The Smith chart

The Smith chart is a tool used by RF engineers for designing matching networks
but it is far more diverse than that, in Figure 2.6 a Smith chart is depicted. For
the sake of this thesis the Smith chart has mainly been used to design matching
networks and this theory part will mainly explain that use case.

Figure 2.6: A depiction of the Smith chart.

The Smith chart is constructed based on the reflection coefficient Γ of a trans-
mission line. It is a parameterized plot in polar coordinates of the general reflection
coefficient within a circle of unit radius |Γ| ≤ 1, where Γ is given by
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Γ =
ZL − Z0

Zl + Z0
(2.18)

where ZL is the load impedance and Z0 is the characteristic impedance of the
transmission line of interest [15]. Instead of having a Smith chart for transmission
lines of different characteristics impedances the impedances are all normalized to
the characteristic impedance Z0 of the transmission being used. The normalized
impedance of interest is given by zL = ZL

Z0
= r + jx where r and x are the real

and imaginary parts of the normalized impedance, respectively. In the Smith
chart the normalized resistance is to be placed on the normalized resistance circles
which all have one of their edges to the far right of the chart. The normalized
reactance is to be placed on the reactance curves which all start from the far right
of the chart. In this manner one can correctly place any impedance in the Smith
chart, this is the starting point for any procedure to which you choose to use the
Smith chart. To fully utilize the Smith chart it is important to talk about the
admittance Smith chart, which can be thought of as the inverse of the impedance
Smith chart. The admittance Smith chart uses conductance and susceptance as
the real and imaginary parts of the admittance, respectively, where the admittance
is the inverse of the impedance. For easier matching it is sometimes preferable to
have the impedance and admittance Smith chart to overlap each other in one single
Smith chart.

The ways one can match any impedance to any characteristic impedance is by
using transmission lines, capacitors and inductors. Either way one chooses the end
goal is all the same, to finally end up at the center of the Smith chart where the
characteristic impedance is 1. Below will be given a brief guide in how matching
is achieved using the earlier mentioned components.

If a transmission line is to be used the reflection coefficient for the line must
be calculated, in most cases the reflection coefficient will be zero since the charac-
teristic impedance of most transmission lines are designed to match the output of
50Ω. If the line is lossless the impedance in the Smith chart can be transformed
by using a circle with origin at the center of the chart and radius |Γ|. Either by
transforming to the right towards the generator or the left towards the load. The
goal of using transmission lines is to end up on what is called the Smith chart
help circles which are the circles where either the resistance is a constant of 1 in
the impedance Smith chart or the constant conductance of 1 in the admittance
chart. From there it is a matter of either using a capacitance or inductance for
the final part of the matching. When using a capacitance the impedance trans-
forms counter clockwise along a constant resistance circle in the impedance plane
if added in series. If added in parallel it moves clockwise in the admittance plane.
The case of adding an inductor is simply the opposite. How much an impedance
transforms or moves along a certain circle is decided by the normalized impedance
of the reactive component.



Chapter 3
Theory of AoA

3.1 Antenna Arrays

Antenna arrays can be used for various applications and measurements. They
can both act as transmitters and as receivers depending on the application of use.
Common in both situations is that the element spacing and phase between the
elements plays a major part of the system. Element spacing introduces a time
delay between the antenna elements which inherently turns into phase delay. This
phase delay is used in both the transmitter and receiver applications.

3.1.1 Beamforming

As a transmitter an antenna array chooses the direction of the transmitted signal.
This can be done through the combination of element spacing and phase delay
of the antennas. Assume a Cartesian coordinate system of x, y, and z.. If two
antenna elements are placed at ±d2 ẑ and their respective radiation in the x-y
plane they would constructively interfere with each other and the signal strength
would increase. If a phase delay were to be introduced one could be able to
change the constructive interference into destructive due to the fact that when
antenna element one has a maximum antenna element two has could have minimum
depending on position and through superposition the resulting signal would then
be equal to zero. Figure 3.1 shows how the constructive interference maximum
changes depending on a phase delay.

There are many possible ways to achieve maximas in certain directions. Some
of the more popular methods are Schelkunoff’s zero placement method, binomial
method, Fourier series method, and Dolph-Chebyshev. Schelkunoff’s zero place-
ment method can be described with the formula

A(θ) =

N∑
n=0

anz
n (3.1)

where z = ejψ and ψ = kd cos(θ) and an is the weighting factor of the respective
antenna element. The weighting factor determines the initial phase delay of the
antenna elements. The result of this formula is the array factor which determines
where the main lobes of the antenna array are located. Since it is possible to
determine propagation direction through initial phase delay of the transmitting

14
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antenna elements the opposite is also possible, that is, to determine the initial
propagation direction through measured phase difference. If a certain initial phase
delay of the transmitters results in a direction of θ then the same measured phase
delay of the receiving antennas would tell us the direction from where the received
was coming from.

Figure 3.1: Direction of signal from a phase delayed antenna array.

3.1.2 Mutual Coupling

An effect of having antennas close to each other is mutual coupling. An antenna’s
radiation pattern and input impedance depends on the surface currents of the
antenna element. By having two antenna elements close to each other rather than
far away, they start to influence each other significantly which in turn causes the
radiation pattern and the input impedance to change slightly. In the previous
section beamforming was explained and how you can choose which direction the
antenna array should transmit in. If the radiation pattern of the antennas change
due to mutual coupling and this was not taken into consideration in the calculation
the direction of the lobes might differ from the original value. Also if the input
impedance changes the matching networks for which the antenna is connected to
might not work as intended. Assume an antenna element with input impedance
50Ω were to be put into a module with 50Ω interface the reflection coefficient
would be equal to zero. If however the input impedance would change due to
mutual coupling the reflection coefficient would not be equal to zero which results
in power and bandwidth losses which might be significant enough to render the
system to not meet the required specifications.

Mutual coupling does not always have to be negative, since the effects of
mutual coupling can be taken into consideration and the system can be tuned
with mutual coupling in mind. Where the original antenna element would not
meet the requirements but through mutual coupling it can behave according to
the specifications. The effects of mutual coupling can be put into a mutual coupling
matrix which can be used to tune the system with insufficient antenna elements
to the desired effect.
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3.1.3 Element isolation

In order to prevent mutual coupling from occurring there has to be isolation be-
tween the antenna elements [16]. The isolation can be done through many different
methods. Two examples are putting isolating boundaries like walls between the
elements, this approach enhance the performance of beam steering systems [17].
The other approach is slitting the ground plane in between the elements, this ap-
proach is applicable for non planar radiating systems as well as antenna arrays
with a large number of arrays [18]. This stops the antenna elements to couple
with each other hence not disturbing each other’s surface currents.

3.2 Angle of Arrival

Angle of Arrival (AoA) is a measurement method for the direction of propagation
of an incident wave onto an antenna array. AoA measurements can be done in two
ways. Either through maximum signal power during antenna rotation or through
phase difference between antenna elements. In this thesis the latter was used.

3.2.1 Phase difference

An incident wave is propagating towards an array of antennas of n elements with
an angle θ this causes a phase shift of the received signal between antenna element
1 and antenna element n due to the extra propagating distance from the source
to the respective antenna elements, as seen in Figure 3.2.

Figure 3.2: Theoretical setup of AoA measurement.

The magnitude of the phase shift depends on the spacing between the antenna
elements and angle of incidence θ. The formula expressing the relation is

θ = arccos(
φ · λ
2πd

) (3.2)

where φ is the measured phase difference, λ is the wavelength of the propagating
wave, and d is the element spacing. Figure 3.3 is a plot for formula (3.2) it shows
the relation between angle of incidence and measured phase difference between
two different element spacings. The same measured phase difference would give us
different angle of incidence for the two different element spacings. It is also worth
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to notice that λ/2 provides a larger interval for the measured phase for the same
amount of angle of incidence. This causes small errors for λ/4 to have a larger
impact on the proposed incident angle than of the λ/2 system.

Figure 3.3: Difference between same measured phase difference be-
tween two different spacings.

Also if the spacing were to be larger than λ/2 aliasing would occur where the
measured phase difference would correspond to two incident angles at the same
time which causes the whole idea of AoA to falter as there is no way to distinguish
which of the two hits is the correct one, this effect can be seen in Figure 3.4 where
an incident angle of 30 degrees turns out to show two peaks, one at 30 degrees and
one at -60 degrees. These peaks look identical and there is no way to tell which is
the correct one. Since there is an upper bound of element spacing due to aliasing
and a lower bound due to small errors resulting in false incident angles the optimal
spacing for AoA becomes a trade off between how small one want the spacings to
be and how sensitive the system should be.
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Figure 3.4: The effect of having spacing = 0.75λ. The real incident
angle is 30 degrees but since the spacing is larger than 0.5λ
aliasing occurs and there is no way to tell if the signal originates
from +30 or -60 degrees.

3.2.2 IQ-Sampling

To give an overview of the concept of IQ-sampling we start of with the equation
for a sine wave,

A sin(2πfct+ φ), (3.3)

where A is the amplitude of the signal, fc is the frequency, and φ is the phase.
To encode information in the sine wave which is transmitted one is limited by

changes in the above mentioned variables. The idea behind IQ-sampling is that the
frequency and phase can be seen as the phase angle since the frequency represents
the rate of change of the phase. With this information one can represent the
instantaneous state of the sine wave with a vector in the complex plane represented
by its amplitude and phase angle if plotted in a polar coordinate system as seen
in 3.5.

Figure 3.5: Polar representation of a sine wave.

The phase of the point in the plot changes according to the current state of the
sine wave. To give an example if the frequency of the sine wave would be 1Hz the
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dot would rotate around the origin (at constant radius if the signal has a constant
amplitude) one revolution per second. This needs to be taken into account when
sampling a signal of a certain frequency, in BLE 5.1 the frequency used is around
2.4 GHz as mentioned in section 2.1.1, the dot would then travel around the origin
2.4 · 109 times per second.

In practice IQ data is a translation of amplitude and phase data from polar
coordinates to Cartesian coordinates using a simple trigonometric identity

A cos(2πfct+ φ) = A cos(2πfct) cos(β)− sin(2πfct) sin(β) (3.4)

from here set I = A cos(φ) and Q = A sin(φ) and we obtain

A cos(2πfct+ φ) = I cos(2πfct)−Q sin(2πfct) (3.5)

where I is the amplitude of the in-phase carrier and Q is the quadrature phase-
carrier. When plotting the IQ-samples in a Cartesian coordinate system I is the
real part and Q the complex.

3.2.3 Rayleigh Fading

Rayleigh fading is a phenomenon where the reflected waves give rise to an increase
or decrease of amplitude on the measured signal compared to the expected ampli-
tude through formulas such as Friis transmission formula as represented in Figure
3.6 where the black vector shows the measured signal while the first green arrow
shows the actual sent signal and the other green arrows show how the reflections
can effect the measured signal [19].

Figure 3.6: Representation of how reflected waves can effect mea-
sured signal.

The Rayleigh fading can be described as

R(t) = r · cos(2πfc · t+ θ) (3.6)

where r and θ can be described as random variables, their values vary with time
as the waves reflect on the surroundings or with other changes as movement of
receivers or transmitters [20]. Figure 3.7 shows how Rayleigh fading can impact
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the received signal strength of a continuous wave transmitting on a receiver where
they are both stationary.

Figure 3.7: Representation of how reflected waves can effect mea-
sured signal.

The envelope of the received signal strength can be described statistically
through the Rayleigh distribution whose probability density function is

p(r) =
r

σ2
e

−r2

2σ2 (3.7)

where σ2 = the average received power. If σ is normalized to σ = 1 the probability
function can be seen in Figure 3.8.

Since this is a probability density function the area beneath the curve is equal
to one. When integrating from r = 0 to r = 1.253 we get half the area, which
means that there is a 50% chance that the received signal strength is below 1.253.
The maximum of the curve is at the same value as σ. This function explains why
Figure 3.7 had a lot of varying values around 0dB (no change) but only a few big
deviations as it is very uncommon for the received signal strength to become a lot
higher (or smaller) than expected but it is very common for it to fluctuate around
the expected value.
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Figure 3.8: Probability density function.

3.2.4 MUSIC Algorithm

MUSIC (MUltiple SIgnal Classification) is an algorithm commonly used in AoA
measurements as it works in uniform and non uniform linear arrays which means
it is applicable in every linear antenna array. MUSIC depends on the covariance
matrix between the different inputs in order to find which angle results in the
highest covariance. It does this with the help of eigenvalue decomposition [21].

Assume an antenna array setup like Figure 3.9 where there are multiple in-
coming plane waves as well as an antenna array. D is the amount of incoming
plane waves, M is the amount of receiving antenna elements and k is data sample
and the spacing between the elements is d.

The direction of the incident signals is represented by the steering vector a(θi)
where a(θ1) would be the steering vector for signal 1. The steering vector a(θ1)
would in this case be


1

ejβdsin(θ1)

ej2βdsin(θ1)

....
ej(M−1)βdsin(θ1)


where β = 2π

λ is the incident waves wave number and d = element spacing.
This steering vector will become the first column in the upcoming A matrix, where
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Figure 3.9: Antenna setup model for MUSIC.

the a(θ2) would be the second column and so on until there are a total of D columns
in the A matrix as follows.

x(k) = A · S(k) + n(k) (3.8)
x1(k)
x2(k)
.
.

xM (k)

 =
[
a(θ1) a(θ2) ... a(θD)

]
·


S1(k)
S2(k)
.
.

SD(k)

+nk

• xi(k) = amplitude of signal + noise in the ith element matrix size [M x K]

• Sj(k) = vector of incident signal j at sample time k matrix size [D x K]

• ni(k) = noise vector at element i matrix size [M x K]

• a(θi) = array steering vector [M x 1]

• A = matrix of steering vectors, [M x D]

The correlation matrix is given by

Rxx = E[x · xH ] = E[(AS + n)(SHAH + nH)]

= AE[S · SH ]AH + E[n · nH ] = ARSSA
H +Rnn (3.9)

The correlation matrix has M eigenvalues along with M associated eigenvectors
E = (e1e2....eM ). If the eigenvalues were to be sorted from largest to smallest
one could divide the matrix E into two subspaces [ENES ] The first subspace EN
is called the noise subspace and is composed of M − D eigenvectors associated
with noise and the second subspace ES is called the signal subspace where the
eigenvectors are associated with the signals. Lastly the noise subspace eigenvectors
are orthogonal to the array steering vectors at the angle of incidence of the signals
1-D because of this condition it is possible to show that the Euclidian distance
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d2 = a(θ)HENE
h
Na(θ) = 0 for each and every incident angle. Putting this product

in the denominator creating the expression

PMU(θ) =
a(θ)H · a(θ)

a(θ)HENEH
Na(θ)

(3.10)

would create large peaks at the incident angles [22].



Chapter 4
Software and Hardware Tools

4.1 Hardware tools

The main use of the hardware tools in this thesis has been to transmit data to
antennas under use to later be examined using software tools.

4.1.1 Transmitter and receiver

The Nordic semiconductor chips shown in Figure 4.1 are used as both receivers
and transmitters for all AoA measurements. The exact chip used is the nRF52 DK
Nordic semiconductor ship [23]. These chips are programmable and are built upon
circuit boards with antenna compatibility. The chips have the option to gather
and send data crucial for AoA measurements with good precision and bitrate for
the systems at use.

Figure 4.1: Picture of the Nordic transceiver.

4.2 Software tools

Many different software tools have been used during the work ranging from calcu-
lation tools to software for programming the transmitters and the receiver circuits.
IQ-data has been sent, sampled and used to calculate the angle of arrival. The
programs used to achieve all of this are listed below.

24
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4.2.1 SEGGER

SEGGER is a software tool for programming the Nordic semiconductor chips [24].
SEGGER tells the transmitter and receiver how to behave and what to send. The
transmitter settings were not changed during the work and all the changes were on
the receiver circuit. The settings mainly changed on the receiver were switching
pattern and number of samples per signal period. Changing the switching pattern
of the antenna array is crucial to determining AoA in BLE 5.1 as having the three
antenna elements simultaneously listening consumes more power than only having
one listening at a time. The IQ-data from SEGGER is a long array of values
where the first value is an I value and the second is a Q value alternating until
the transmission is over. After 32 IQ pairs the element switching occurs which
means that the first 64 values are the IQ-data from antenna element 1 while the
next set of 64 values are the IQ-data from antenna element 2. The total amount
of IQ pairs in a transmission are 1120 which are split up into 35 antenna samples
as 1120 IQ pairs

35 samples = 32 IQ pairs/sample. How these 35 are divided on the antenna
elements depends on the switching pattern of the SEGGER code. Due to error
prevention schemes used in the code the final samples obtained are 33 antenna
samples with 16 IQ pairs each.

4.2.2 PuTTY

PuTTY is a software that supports several network protocols [25]. We used it
to transfer the received IQ-data from an antenna element. In this case the data
shown in PuTTY are the IQ samples sent from the transmitter to the receiver.
PuTTY displays the array of values sent from the SEGGER code in a terminal
window where it is easy to extract the data into a calculation tool.

4.2.3 Matlab

Matlab is a program used for mathematical and technical calculations. It is based
on arrays and matrices which makes it a perfect fit for our work [26].

4.2.3.1 Matlab Measurements

The sampled IQ-data from SEGGER and PuTTY were imported into Matlab
where the long array of 2240 values (1120 pairs) were reshaped and reordered into
a matrix where each column represent an antenna sample see Appendix A where
antenna sample 3 is reformed from array to matrix. After all the error prevention
IQ pairs have been removed from the input data, the data is put into the MUSIC
algorithm which compares each antenna element with each other and figures out
the phase difference between them. This phase difference is then used to calculate
the angle of incidence according to section (3.2.1). A plot of the results of a
measurement is shown in Figure 4.2. The plot shows that the angle of incidence
of the signal is −27.1 degrees which means that the phase difference in Equation
(3.2) was ≈ +100 degrees.
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Figure 4.2: Results of 30 degree incident angle measurement.

4.2.3.2 Matlab Simulations

Matlab was also used to simulate how well the MUSIC algorithm performs with
a synthetic signal rather than a measured one in order to study how noise and
other impairing effects such as Rayleigh fading affect the AoA performance of the
system compared to the synthesised one. Basically the difference between the
measured values and the synthetically generated values can be achieved and then
check what kind of impairing effects give rise to such deductions in order to find
which impairing effect is the most present one.

4.2.4 HFSS

HFSS is a software tool used for antenna design and RF circuitry [27]. It allows
the user to create any design and simulate its performance, it could be single
antenna elements or entire arrays. HFSS was mainly used to check the performance
of various antenna array setups, for example how the mutual couplings between
the antenna elements depend on the spacing between them. Being able to get
the radiation patterns of antenna elements were also of great use as the AoA
measurements is greatly dependent on the radiation pattern. A lot of time was
spent in HFSS designing an antenna array, where dimension, layering, antenna
placement, feed positions and transmission lines were built in order to achieve the
specifications. In HFSS it is possible to get voltages, currents, power, impedance
values, S-parameters, their respective phases, radiation patterns as well as being
able to visiualize E-fields and radiation patterns in 3D, all of these possible results
makes it a very powerful tool in order to tune and analyze antenna performance.



Chapter 5
Method

The method used to achieve a size reduced shield for AoA measurements can be
broken down into three major steps: measurements of AoA on a basic prototype,
compare those results with theoretical result, and designing new and improved
prototype in simulation software. First the physical measurements were done to
measure how well we are able to measure AoA. Then some sort of theoretical val-
ues are needed to make it possible for us to compare our measured values with
the theoretical ones in order to find out how much the impairing effects actually
decrease performance. The theoretical values were generated through synthetical
signals in matlab. Typically outer angles and tighter spacing increases the mea-
surement error. With these two sets of result and an accepted margin of error a
decision can be made where a spacing has lower errors than the accepted error of 5
degrees for a certain field of view. For example 0.25λ has lower than the accepted
error for angles 60-120 degrees, whereas 0.5λ has lower than the accepted error for
angles 40-140 degrees, a wider field of view. In order to be able to pick a spacing a
field of view and error requirement has to be set and with these requirements the
smallest spacing that fulfills these requirements is the chosen spacing used further
down the design.

The next step is to build the shield in a simulation software in order to test
out the antennas individual performance and tune the antenna element so that
they perform the intended way with the impairing effects the simulation software
introduces. Here it is important to include as many things as possible to tune
the antennas with as many impairing effect as possible, i.e., adding transmission
lines, switches and having a finite ground plane. When the antenna elements are
matched and have good radiation patterns on each of the possible excitations,
production can begin and a prototype can be manufactured.

5.1 IQ-samples

In order to be able to read IQ samples two different softwares were used, SEG-
GER and PuTTY. SEGGER allowed us to control the switching of the receiving
antenna array, packaging format, amount of samples and switching time. This
allowed us to be able to sample the 250kHz wave that is created by the IQ pairs
and obtain 16 IQ pairs on half a wavelength of the 250kHz wave before the switch-
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ing occurred and the next antenna could take 16 new pairs. A fast switching
time is crucial for AoA measurements that depend on switching if it is very slow
the switching time may overlap with the upcoming sampling. When everything is
setup the transceiver sends the CTE-tone towards the receiving antenna array and
PuTTY reads the IQ-samples gathered and puts them in a terminal window on the
computer. These values were then put into Matlab and reshaped so that they fit
our algorithm. Matlab would then run the MUSIC algorithm to show a spectrum
from -90 to 90 degrees with peaks at incident angles found from the IQ-samples.
The position of the peak (not the amplitude) was then taken as the measured angle.

The Matlab code used for AoA estimation that took our IQ samples as input
and ran them through our MUSIC algorithm was written from scratch. Firstly
we had to know which values from PuTTY were I respectively Q values, this was
explained in section 4.2.1, every other value is an I respectively Q value and a set
of 32 IQ values was from antenna one and the next set of 32 was from antenna
two. An IQ sample would end up on the form

[I1,1Q1,1I1,2Q1,2...I1,jQ1,jI2,1Q2,1...I1+(i−1)mod(e),jQ1+(i−1)mod(e),j ] (5.1)

where i is the IQ set number, j is the sample number and e is the number of
antenna elements used in this specific switching pattern. We know that each set is
per antenna switching which means that the switching pattern used impact which
set belongs to which antenna. In our physical measurements the first set is from
antenna one, the second set from antenna two, the third set from antenna three
and this repeating for the remaining 30 sets.
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Figure 5.1: IQ sets.
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Figure 5.1 shows the formatting while the IQ samples have been imported
and reshaped into Matlab. Here each row is an IQ sample with I being the real
part and Q being the imaginary part. The first 16 IQ pairs per antenna are also
not used as the first pairs of this group of 16 might be affected by the antenna
switching which will compromise accurate AoA measurements. All in all the total
removal of IQ pairs results in the 32× 35 matrix to be reduced to 16× 33 matrix
where the 16 rows are rows (17→32) in the original matrix and the 33 columns
are columns (3→35) in the original matrix.

The next step is to put all of these IQ samples into the MUSIC algorithm.
Note that the implemented algorithm only takes 1 out of the 11 total laps per
time it is used, which means that it uses columns (1,2,3) then (4,5,6) and so on
until (31,32,33). This means that we have to create some sort of average as the
transmission might be different between these 11 different laps of sampling. This
was done through finding the degree spectrum for columns (1,2,3), (4,5,6) until
all columns had gone through the algorithm and adding all of these spectrum’s
together and taking an average. The reason why we did not take an average of the
IQ data before the algorithm was due to the fact that the IQ data tended to start
at different angles for every lap which is not a concern when taking the average of
the results of each lap but does become a problem if we were to take an average on
the IQ data itself. This should result in peaks that appeared on different incident
angles due to bad transmissions getting averaged out and the true incident angle
making it through the averaging (note that in this specific step the spectrum is
logarithmic and adding in logarithmic scale is the same as multiplying in linear
which should remove the bad peaks very quickly). Figure 5.2 shows how the
averaged spectrum looks like while Figure 5.3 shows the spectrum of lap number
four, it is noticeable that the averaged spectrum is closer to the middle than lap
number 4 which means that the averaged one had more contributions closer to
zero or more to the left of the middle than right. Therefore we can conclude that
it is important to have an average per transmission rather than to only take one
value out of the transmission. It is also worth mentioning that the measured angle
is the top of the peak and there was no consideration of how wide the peak was
when extracting the angle of incidence from the measured data.
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Figure 5.2: Averaged degree spectrum of all 11 rounds. Taken from
the physical measurements with element spacing 0.5λ.

Figure 5.3: Degree spectrum of round number 4 out of the total 11.
Taken from the physical measurements with element spacing
0.5λ.
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5.2 Physical measurements

The measurements setup used for the physical measurements were having the an-
tenna elements connected to the Nordic receiver circuit and applying the switch-
ing pattern. They were put at different spacing’s ranging from 0.25λ(3.07 cm) to
0.5λ(6.14 cm) in steps of 0.025λ(3 mm) giving a total of 11 different spacing tested.
The transmitter was a horizontally polarized antenna element and the receiving
antennas were oriented horizontally for maximum received power. The transmitter
was moved along a half circle over the receiving antenna array as seen in Figure
5.4. The transmitting antenna was placed at the desired angle and the three re-
ceiving antennas were placed at the bottom of the half circle and straight under
the 90 degree marker.

Figure 5.4: Physical setup for AoA measurements with Nordic re-
ceiver and transmitter.

The measurements were taken across the entire half circle in 10 degree steps
starting at 10 degrees, ending at 170 degrees. This in total gives 17 transceiver
placements. Every angle had 10 sets of IQ samples in order to make sure that
an average could be taken. All in all 17 · 11 · 10 = 1870 sets of IQ samples were
taken and put into the MUSIC algorithm. The results from the IQ samples were
compared with synthetic signals put into the same MUSIC algorithm to try to
find some correlations and similar behavior. When all 1870 sets of IQ samples
had been gathered each and every set of IQ samples went through the Matlab
code described in Section 5.1.1. All of the peak positions in the spectrum were
stored away in excel files and gathered to later be analyzed in order for us to find
which spacing performed the best. Note that all the 1870 IQ sets were gathered
before they were imported into the Matlab code. If in the final excel spreadsheet
we would find a deviation far greater than what would be expected, say that 8
out of 10 measurements were good while 2 deviated so much that the average
error would exceed 15 degrees from the previous angle the measurement for that
specific angle would be retaken. Except for the outer angle cases as these will
usually have very large errors. If it then performed better, that result would be
used instead of the previous one. It is worth mentioning that only one additional
measurement was done for the angles that had angle deviations that impacted the
average in a too negative way. This was done in order to have as fair measurements



Method 33

as possible for all angles, and not simply have measurements taken until a desired
result was achieved. An example is given in Figure 5.5 where one of the angles
for the incident angle of 60 degrees gives the error of 90 degrees whereas the
rest of the measurements generated an error of around 20 degrees. Here ten new
measurements were taken and one of the measurements were used randomly to
correct the faulty measurement, giving a more just average.

Figure 5.5: Example of excel file consisting of measured angles of
different incoming angles at a spacing of 0.35λ between antenna
elements.
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5.3 Synthetically generated data

To gain a better understanding in what performance could be expected from the
antenna array it was necessary to perform a synthetic or ideal test of the setup.
The reasoning for this is to find the best elements spacing under ideal conditions
to compare with the physical measurements to gain understanding of what angle
estimation errors could be expected. If for example the simulated measurements
gave a certain angle estimation error the physical measurement should not be able
to estimate the incident angle with a smaller error. This was done using matlab
where a generated signal was created in every antenna element to represent ideal
conditions. In order to recreate the physical measurements as well as possible
some scalable parameters were necessary. These were parameters in Friis trans-
mission formula such as gain, distance and transmitted/received power, as well as
antenna element spacing and angle of incidence. The latter two were made into
vectors containing all element spacings used in the physical measurements as well
as angles of incidence ranging from 0 to 180 degrees with 5 degree steps.

Each element in the array had a specific signal created for it, this was to resem-
ble the actual received signal the elements received in the physical measurements.
To mimic the physical test the generated signals given to the elements could not
be continuous since the physical measurements samples signals and obtains 16
samples per measurement per element. The generated signal was also made to
only consist of 16 samples of an ideal continuous wave to mimic the physical
measurement setup. In Figure 5.7 and 5.6 the signals for both the synthetically
generated data and the experimentally measured data are shown. Note that the
generated one resembles a half circle more than the physical one. This is due to
that the generated signal is under ideal conditions. To better represent reality
some more parameters are needed, these are polarization mismatch loss, Rayleigh
fading and noise. The polarization mismatch loss is needed since as the transmit-
ter approaches the outer angles the polarization mismatch increases, due to the
transmitter and receiver being matched at 90 degrees (the transmitter is straight
above the receiver) and when the transmitter is moved along the half circle the
orientation follows the circumference of the half circle and the total received power
decreases resulting in inconsistent measurements, as mentioned this is dependent
on angle and acts as a scalar for the received power. The parameter was added to
each antenna element separately. Once these operations were performed an input
vector was created consisting of the three antenna elements signals.

The other two scalable impairing effects, Rayleigh fading and noise, were added
to the whole input vector. These two effects had a large impact on the measured
signal and can be seen in 5.8. As seen the two effects impacts amplitude and in
turn distorts the signal to quite an extent and this in turn effects the results in a
great way. Having the Rayleigh fading too large would corrupt the input as well
as having to great of a noise floor would have the algorithm not distinguish signal
from noise. To have as fair as possible synthetically generated data these effects
were scaled to resemble reality and since neither the impact of Rayleigh fading in
the physical measurements could be measured or the SNR in the physical mea-
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surements was known the parameters were tuned to resemble reality. The constant
parameters used that do not change throughout the measurements are shown in
Table 7.1. The noise was the easiest one to adjust since it was all dependent on the
signal power, therefore typical antenna values for gain and transmitting/receiving
power were added to the signals.

Once all of the above was performed, an input vector was the result which was
run through the MUSIC algorithm which exported the results in form of angle
estimation error in a matrix. The algorithm was performed for each incoming
angle at each different spacing 100 times using a loop function until ultimately
an average was taken and exported into an excel matrix. The matrix was then
examined in the same fashion as the physical measurement result matrix to find
the field of view for each antenna element spacing.

Figure 5.6: Physical measured IQ data for one IQ set.

Figure 5.7: Synthetically generated IQ data for one IQ set.

The theoretical noise floor was designed to alter the IQ samples with both a
real and imaginary part. The value of the alteration’s is the noise floor level. This
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Figure 5.8: Comparison of synthetically generated IQ data with
added noise, Rayleigh fading and both noise and Rayleigh fading
active.

was done through adding on the white noise’s real and imaginary part on top of
the signals real and imaginary part which then randomly changed the IQ values
of the signal as seen in Equation 5.2.

IQnoise+signal = IQnoise + IQsignal

rsignal+noisee
j(θsignal+noise) = rsignale

j(θsignal) + rnoisee
j(θnoise)

(5.2)
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5.4 HFSS

Once a result had been achieved from both the simulated and actual AoA measure-
ments the design of the shield could begin. The first step is to choose an antenna,
our chosen antenna was a quadratic patch antenna with a starting geometry of
29 cm× 29 cm and thickness of 34µm. This was tuned later on in the process but
was considered a good starting point for the shield design. It was decided that the
shield should be able to gather AoA measurements in two dimensions, elevation
and azimuthal, this requires at least two differently oriented linear arrays present
in the design. An L shape was chosen as this uses the same antenna element twice
which is optimal when trying to save space aswell as containing two linear arrays.
Figure 5.9 shows a picture of the design in HFSS. A T shape could also be used as
this has many of the same properties as the L shape but did not leave as much free
space left on the shield for other necessities as switches and equidistant transmis-
sion lines and therefore was not chosen. Note that the pairs (5,6) and (9,10) are
not symmetrical to the others in their respective row but the rows in themselves
are symmetrical. This might have to be compensated for in the software that will
use this shield but this will not be further discussed in this thesis.

Figure 5.9: L shape design of shield in HFSS.

Figure 5.10: L shape design of shield in HFSS, numbered.
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Figure 5.10 shows all the possible ways of switching and exciting the antennas.
Each antenna element is cross polarized which makes the shield able to check both
linear arrays in two polarizations for the best possible reception. Assume the
shield to be placed along a wall then the horizontally oriented linear array would
be able to measure the azimuthal angle through feeds 1,3 and 6 and the vertically
oriented array will then measure the elevation angle through feeds 1,8 and 9. If the
reception ends up being too bad for an accurate measurement a polarization switch
could be of use in order to increase the reception strength and once again have
accurate AoA measurements which would change the feeds used to 2,4 and 5 for
the horizontal array and 2,7 and 10 for the vertical array. All of these switches will
be handled by another software program and will not be implemented in HFSS.

With antennas chosen and all possible feed points figured out the next step is
to build the shield and on top of that add the antennas in their desired positions.
There are a total of five layers used in the shield design. Layer 1 is a 46µm thick
layer of FR4, layer 2 is a 34µm thick layer of copper, layer 3 is a 1854µm thick
layer of FR4, layer 4 is another layer of FR4 which is 1600µm thick and lastly
layer 5 which is the patch antenna at 34µm copper. Figure 5.11 shows the profile
shield, note that these thicknesses were taken from an older project provided by
u-blox.

Figure 5.11: Profile of the shield design.

From this point all that is left is the tuning of the antenna elements to make
sure each antenna element as well as their respective feeds all work at the blue-
tooth frequency, has a sufficient bandwidth and that the radiation pattern is as
close to an omnidirectional radiation pattern as possible. The parameters tuned
in order to achieve this was the width and length of the antenna elements, the feed
positions, edge spacing (how far from the edge of the ground plane each antenna is
positioned). The reason why the previously working antenna element now has to
be tuned is due to the impairing effect of the shield’s design, now many antennas
are close together and sharing a non finite ground plane which will alter their per-
formance and this has to be taken into account or the antennas will not perform
as intended.

In order to test which setup of the previously mentioned parameters performs
the best was done through simulating a single feed point for example feed number
7 and running the simulation over and over again through many permutations of
the parameters. Up until the S11 parameter reached the point of meeting the
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requirements set as well as the radiation pattern being omnidirectional. This was
done through the Analyze all feature in HFSS and setting up results for S11,
Impedance and Radiation pattern. Figures 5.12, 5.13, and 5.14 show how these
results were presented in HFSS. For the S11 graph markers were put at 2.4GHz
(bottom of spectrum), 2.44GHz(middle of spectrum) and 2.48GHz(top of spec-
trum) and if all markers met the requirements which is S11 being below -10dB for
the entire spectrum for a specific setup of parameters they would be considered
viable choices for the shields design. If the impedance is relatively close to achieve
a real part of 50 Ohms and 0 reactance and met the S11 requirements then it was
time to check if the radiation pattern looked sufficient. The method to checking
if the radiation pattern was sufficient was to simply have HFSS plot it in a 3D
polar plot and manually check if there were any specific angles that did not have
enough gain set by the requirements which in this case was to have a field of view
of 100 degrees, this could also be done by plotting the radiation pattern in a 2D
plot and scanning through all the azimuthal angles and setting up markers where
the radiation pattern is at its lowest gain and check if any of these are below the
requirements.

Figure 5.12: Example radiation pattern.

When all the requirements were met on a single excitation all the other nine
excitations were then tested with the same parameters and if all of the excitations
met the requirements then that specific setup of parameters was chosen for the
shield’s design. All in all, first one excitation was tested and when that one met
the requirements all others were tested and if all met the requirements then those
parameters will be used. Note that all the 5 antennas are the same size and the
two antenna arrays are symmetrical as symmetry and consistency is important for
AoA measurements which is why it was so important to test all of the excitation’s
rather than just one even though it could be seen as trivial if one works all should
work due to the symmetry.
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Figure 5.13: Example impedance results. Red line is the real part
and purple is the imaginary part.

Figure 5.14: Example S11 results.
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When tuning the antennas to meet the requirements feed position would be
the first parameter to tune since this parameter does not change the overall size
of the shield, if edge spacing or antenna size change the total length and width of
the shield changes with the formula

Total length = 2 · edge spacing + antenna length + (elements− 1) · spacing

and the same formula applies for total width as the shield is meant to be quadratic.
Therefore antenna dimensions and edge spacing would only be altered when the
requirements could not be met through only altering the feed position. In that
case antenna dimensions would be next in line to be altered as it would turn out
that small changes to the antenna dimensions impacted the results more than the
same size of altering with edge spacing.

5.4.1 Altered Layering

The parameters found in HFSS were used by our company supervisor to build the
shield in Allegro, however due to manufacturing the layering had to be altered
and thus altering the tuning of the parameters. This made it so that we could no
longer compare the simulated results with the measured results for the shield and
thus a second round of simulations were done in order to be able to compare the
two. Figure 5.15 shows the new set of layers used in the shield. Note that the only
thing that has changed are the layers (Z-direction) and all the parameters used for
the tuning (XY-direction) are the same as in the previous section. All the copper
layers used in the layering are 35µm whilst the substrates total height are 1470µm
thick thus making the total height of the shield 3080µm.

Figure 5.15: An overview of the new layering.
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Measurements Results

6.1 Prototype Results

In this chapter the results of the various simulations and measurements are pre-
sented. As this thesis goal is to find the smallest non compromised AoA imple-
mentable antenna array the results and our thought process behind going into
further tests need to be discussed. This is presented in Chapter 8.

The results of the physical measurements ended up being 11 different large
excel spreadsheets, where the angle estimation error, the measured angle and the
average for the two are represented. This for 10 different measurements at each
incoming angle for each different antenna element spacing. The bulk of the sheets
are found in the Appendix A while a description of how they are to be interpreted
is given in this section, as well as a representation of the result of highest interest
for the purpose of thesis which is discussed in greater detail.

The top column represents the incoming angle from where the transmitter was
placed. Below every angle of incidence the estimated angle is represented to the
left and the deviation from the actual angle to the right under the title error see
Figure 6.1. The following 10 rows under each incoming angle are the 10 different
measurements taken at that specific angle see Figure 6.2. Lastly the final column
is the average of the estimated angle and the estimation error for each incoming
angle see Figure 6.3.
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Figure 6.1: The actual angle of incidence is given in the top row.

Figure 6.2: The result for each individual measurement.

Figure 6.3: The average of the measurement.
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Following this one can study the performance of each spacing, based on previ-
ous specification one can identify the smallest spacing that still meets the require-
ments. The specifications that we were assigned to were the maximum angle error
of 10 degrees and a field of view at around 90 degrees. With this in mind we chose
to go with the antenna element spacing of 0.3λ as the average angle error from 40
to 130 degrees were below 10 degrees, the spacing of 0.5λ performed better but
since the goal of the thesis is to reduce the size, 0.3λ was chosen. The excel sheet
for 0.3λ spacing is compiled in Table 6.1.

Incident angle Average error
10 19.87
20 17.2
30 26.69
40 9.61
50 1.92
60 10
70 4.65
80 0.84
90 2.68
100 4.65
110 4.97
120 4.5
130 2.59
140 27.88
150 109.93
160 48.98
170 120.78

Table 6.1: Measurement results for 0.3λ.

These results were taken into account during the setup of the simulations.
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Simulation Results

7.1 Matlab Simulation

The Matlab simulation gave us results presented in the same fashion as the mea-
surement results. The error that is presented is the average absolute error over
100 iterations. Every row represents the average error over those iterations for as-
cending antenna element spacings going in the negative y direction. The spacings
range from 0.25λ to 0.5λ with an increase of 0.025λ spacing for each row. From the
results it is noticeable that for spacings of 0.3λ and larger AoA is reasonably im-
plementable. Although some spacings larger than 0.3λ performed better we found
that 0.3λ acted as a limit for how small of a spacing is implementable without
compromising performance that much.

The scalable parameters were set according to Table 7.1.

Gr 2 dB
Gt 2 dB
Pt 4 dBW

radius 4 m
noisefloor -50 dBW

Table 7.1: Values of the scalable parameters in the Matlab script
for signals strength and noise floor.

In Figure 7.1 and 7.2 the delimitations have been highlighted to show where
in red the errors are consistently to large, which means that the field of view is
limited to exclude these angles. In green is the error for 0.3λ spacing where that
particular spacing starts to be of interest, since the physical measurements pointed
to this specific spacing. In Appendix A the full spread sheet can be found and
in Table 7.2 the errors for 0.3λ spacing is presented in intervals of 10 degrees.
Analyzing Table A.3 in Appendix A the 0.3λ spacing can arguably be considered
as the best candidate for further simulations in HFSS. Table A.4 in Appendix A
shows the angle errors when the noise floor is at -40 dBW, here the errors are way
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Figure 7.1: Cutout of the spreadsheet Matlab produced for 0.3λ
spacing, angles 30 to 55.

Figure 7.2: Cutout of the spreadsheet Matlab produced for 0.3λ
spacing, angles 120 to 150.

too large and therefore no conclusion could be made and on the other hand Table
A.5 shows the errors when the noise floor is at -80 dBW and in this case there
are no errors at all which also means that no conclusion could be made. Note
that all these cases were simulated with the same parameters and the only altered
one was the noise floor. This shows that the only thing that mattered is the SNR
between the synthetically generated signal and the noise floor in these simulated
measurements and is not the case in the real measurements. This means that we
can only draw conclusions on which spacings perform well when the SNR is at a
point where the algorithm performs similar to the physical measurements which
in this case was when the noise floor was at -50 dBW.
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Incident angle Average error
10 69.15
20 28.90
30 13.93
40 6.59
50 3.58
60 2.09
70 2.44
80 1.19
90 1.72
100 1.23
110 1.25
120 2.33
130 6.12
140 5.58
150 15.57
160 29.03
170 60.67

Table 7.2: Simulation results for 0.3λ spacing.

7.2 HFSS

The following figures show the results of the first iteration of the shield before the
layers were rearranged. The figures are the results from when port 1 in Figure 5.10
was excited. As seen in Figure 7.3 the excitation shows resonance at just below
2.44GHz. In Figure 7.4 we see that the impedance is 62-15j Ohms. In Figure 7.5
the radiation pattern is seen and shows great omnidirectional properties, Figure 7.6
shows the omnidirective properties for the excitation maximum elevation. Figure
7.7 show a 2D gain plot at 0 azimuth angle where the maximum gain is 2.55dB
and the 3dB field of view is 99 degrees which we accept as being close enough to
the previously set 100 degree requirement for the field of view.
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Figure 7.3: S11, simulation result for the first shield in HFSS.

Figure 7.4: Impedance, simulation result for the first shield in HFSS.
Red line is the real part and purple is the imaginary part.

Figure 7.5: 3D Radiation Pattern, simulation result for the first
shield in HFSS.
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Figure 7.6: 3D Radiation Pattern, top side view, simulation result
for the first shield in HFSS.

Figure 7.7: 2D Radiation Pattern,phi = 0, simulation result for the
first shield in HFSS.
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7.2.1 Altered layering

The following figures depict the results of the HFSS simulation once the layers
had been altered to simulate the design which went into production. As can be
seen in Figure 7.8 the resonance has been shifted into higher frequencies at around
2.55GHz, Figure 7.9 shows the new impedance plot. As seen in Figure 7.10 and
Figure 7.11 the omnidirectionality is not compromised at all and the maximum
new gain can be seen in Figure 7.12 which turned out to be around -0.09dB which
is lower than an isotropic antenna. Note that this simulated value is with the whole
system in mind where the excitation was put at the end of the transmission line
feeding the antenna which means that losses in the transmission lines are taken
into account. These new results is what can expected from the fabricated shield
and was used to compare simulations to measurements.

Figure 7.8: S11, simulation result for the second shield in HFSS.

Figure 7.9: Impedance, simulation result for the second shield in
HFSS.Red line is the real part and the purple line is the imagi-
nary part.
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Figure 7.10: 3D Radiation Pattern, simulation result for the second
shield in HFSS.

Figure 7.11: 3D Radiation Pattern, top side view, simulation result
for the second shield in HFSS.

Figure 7.12: 2D Radiation Pattern,phi = 0, simulation result for the
second shield in HFSS.
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Discussion

8.1 IQ-sampling

The reasoning behind our own matlab scripts for finding the angle of arrival of a
set of IQ samples was to have full control over what values and what pairs behaved
as they did. Instead of using already working programs that generates a random
value, we on the other hand could figure out for example if the value was incorrect
or what might have caused it to be so precise. A lot of time was spent early on
in the thesis work to create these scripts. First we were to manually look at all
the signals in time and with the help of markers distinguish the phase difference
between antenna elements which in turn (with the spacing known) could give us
the angle of arrival. This however turned out to be highly inconsistent as if there
were to be a big deviation at the start or end of an IQ set of 16 pairs then it would
be very difficult to find out about the true angle difference. This also turned out
to be naive as we in this case only looked at the first IQ sample per antenna which
is severely limiting the information from the total data. The code went through a
lot of iterations and we finally ended up with a MUSIC algorithm which used all
the data as well as estimating the angle of arrival for us. The MUSIC algorithm
provided what could be seen as a bandwidth for the AoA measurements as the
peak had different widths dependent on how noisy the signals were. This could be
used to provide further information and intelligence to the algorithm but was not
used in this thesis work as it did not seem necessary. All in all we were able to
write scripts implementing a MUSIC algorithm where we can extract any value,
IQ pair or angle of arrival to our liking which came in great help for understanding
how faulty samples affects the measurements.

8.2 Physical measurement

There are two types of results, one that is corrected and one that is not altered
at all. The issue is that sometimes the MUSIC algorithm would find two peaks
and it only acknowledges the highest of the two peaks, it has no intelligence to
distinguish which one of the two peaks is correct from past experiences. Therefore
we acted as its intelligence and chose the correct peak manually and put it into
the results. We also decided to correct the values if the error was very large at
a certain angle and if the two angles surrounding it had very small errors. Theo-
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retically there is no reason for the error to be so large at that specific angle and
a second measurement was taken. Looking at the chosen spacing 0.3λ it can be
argued that the reason for its values being better than the higher spacing was
just luck, because the synthetic values showed a consistent loss in performance
the smaller the spacing got and the physical measurements on the contrary did
not. We tried to counteract this by taking 10 samples at each spacing and at each
incident angle and make an average but seemingly that was not sufficient to mimic
the behavior of the synthetic values. This raises the question if 0.3λ is the best
contender for our work. The two smaller values 0.2 and 0.25λ both performed
badly and a significant decrease in spacing was the goal therefore 0.3 was chosen
otherwise we feel that the decrease in spacing would not be enough to warrant a
new product. When the generated values were tested below 0.25λ all the way down
to 0.1λ the angle error turned out to be way too large (with the same parameters
0.3λ performed well with) seen in Figure A.6 in Appendix A. This tells us that
even in ideal situations smaller spacings than 0.25λ are irrelevant. This raises a
second question is that a result of the actual spacing or this can be improved with
a better MUSIC algorithm since the one used was rather simple with no intelli-
gence. Also worth mentioning is the size of the antenna element acting as a lower
bound of the possible spacings. For example if the antenna elements total length
= 0.25λ then it becomes impossible to have lower spacing than that in order to
keep the elements separated which was sought after. A study that weighted the
antenna size reduction versus reduced performance could be created in order to
find a function that shows the least losses per reduced spacing, which can be done
with the measured data. However since the resolution was 10 degrees it might not
have been all that useful for the physical measurements. It could be done with
the generated values as we choose the resolution. This however was not the goal
of the thesis and was not done and therefore as stated earlier the smallest spacing
that performed above the requirement was chosen.

Another aspect that might have impacted the physical measurements is that
we took the ten measurements per angle and per spacing directly after each other
which means that if there was some unforeseen impairing effect at that time that
might have caused all the 10 samples to be affected the same way rendering the
average tactic useless. If we could go back and do the measurements again we
would have liked to not take the values after each other, and instead of setting
a spacing and then going through all the angles with 10 samples each only doing
1 sample per angle and changing the spacing 10 times instead. This would be
very time consuming but could improve the measurements. This seems to be the
case since when some of the results turned out to be very bad a re-measurement
was taken and that re-measurement always performed differently from the first
one and usually better. However the main reason we did this in the first place
was to not change the spacing at all for different incident angles, if we were to
constantly change the spacing there is great inconsistency in accuracy since we
changed spacing by hand. So rather than compromise the accuracy in spacing we
compromised the accuracy in incident angle, but since the transmitter was not
moved during the sampling time all samples had the same angle of incidence. The
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angle might not have been exactly what was intended but all samples would be
taken at the same angle which limits the room for errors and inconsistency. All
in all we feel like the setup works and was able to measure AoA sufficiently and
the main reason for even doing the physical measurements is to have something to
compare with the generated values and try to find similarities in their behavior.

8.3 Synthetically generated data

It was quite difficult to mimic a noise floor in matlab as the theoretical noise floor
in the script has nothing to do with an actual noise floor it is just supposed to
have the same impact. Basically the theoretical noise floor is at the amplitude
of the actual signals when the hardware starts to have issues finding the angle of
arrival. It is at this point the results of the generated signals also start to have
issues finding the angle of arrival as the signals used are as strong as the noise and
therefore it becomes difficult for the algorithm to distinguish it and find a clear
angle of arrival. However the physical measurements signals never appeared as
noisy as the ones in the generated code but still the results were very similar and
behaved roughly the same, as seen the physical signals were never low enough to
encounter or be affected by the noise floor since they are not jagged like the noisy
generated signals are. This was needed otherwise we would have to program the
software used in the hardware inside the matlab code and that would mean cre-
ating an entire AoA system from scratch which is outside the scope of this thesis,
so this shortcut was taken.

In the results of the matlab measurements the received power of the receiving
antenna was calculated to be -44.36 dBW and the noise level was set to -50 dBW,
which means that at an SNR of 5.64 the algorithm starts to produce large errors
towards the outer edges of the angle spectrum. This resembles the behavior of
the physical measurements. For these reasons we decided on these values for the
scalable parameters as presented in 7.1. Note that the generated values could
always be altered to give us good results but at the cost of being reasonable. If
we lowered the noise floor too much the algorithm would always find the correct
angle and would result in 0 errors due to the SNR being very large, likewise we
could keep the noise floor high but increase the output power enough to get a good
enough SNR to give the same results. Also it was quite difficult to find which SNR
was needed in order to find a good trade off where the middle angles i.e 60-120
degrees performed well which they should most of the time but still see a significant
decrease in performance on the outer angles. This was done manually, running
the program with different SNRs until the results showed us what we wanted to
see. This also means that all the SNRs above the one presented results in better
AoA measurements than presented but in these cases we think it always better to
find the limitations of the system rather than its possible performance.
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8.4 Simulation results

Regarding the HFSS simulation of the shield, it produced good results with good
resonance around the correct bluetooth frequency. It had low reflection at the
specific frequency band and was omnidirectional as well as showing good peak
gain of 2.55dB.. The layering used was taken from an older schematic that was
provided. These results and layout were sent to our company supervisor to be made
ready for manufacturing. During this process the layering had to be changed in
order to manufacture it due to various reasons which of course compromises the
previous results. This in turn required new simulations with the altered layering,
which results would be used as a guideline as to what could be expected from the
measurements of the shield. This resulted in a shifted resonance frequency and
much lower gain than originally expected from the first layering.



Chapter 9
Conclusion

A size reduced antenna was simulated and later put into manufacturing for later
verification. The antenna array simulated with the original layering showed great
resonance for BLE where the entire bluetooth frequency spectrum had S11 below
-10dB, and a radiation pattern where the field of view is 99 degrees which is
close enough to the previously set 100 degree specification with good peak gain.
It is also sufficiently matched to 50 Ohms resulting in good reflection coefficient.
With this in mind, the simulated antenna would perform better than the
prototype originally used. The altered layered antenna that is in manufacturing
is not guaranteed to perform as well as the simulated one, although the altered
layered antenna is tunable and can be altered to achieve similar results as the
original layered antenna.

The question regarding array size reduction is broad and the antenna spacing
parameter has the largest impact on the total size. In this thesis the results point
to that achieving AoA for antenna spacings smaller than 0.3λ tend to perform
poorly compared with the typical value of 0.5λ. When the spacing decreases
further below 0.25λ the possibility to achieve reliable AoA becomes increasingly
more difficult. Having a complex AoA algorithm might enable one to decrease
the spacing further than 0.25λ, but the inherited issues compact spacings cause
will always be present.

To conclude a size reduced antenna array with antenna spacings of 0.3λ has been
simulated showing great potential for use in BLE 5.1 for AoA.
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Chapter 10
Future work

A second round of manufacturing the shield should be done due to the fact that
the shield as of now is not tuned for its layer structure. So additional tuning in
HFSS is needed before another shield can be produced. This to simply improve
the performance of the product. A final test would also be desirable in a working
environment with other bluetooth devices to see if the shield performers as intended
in such an environment.

Regarding the size reduction, the total size can be made smaller if smaller
antennas are used, this however needs to be looked into further. Since in this thesis
spacing has been measured feed point to feed point a smaller antenna should not
reduce the size drastically since the spacing is the main bottleneck in size reduction.
Another aspect of using smaller antennas is that having three large antennas at
a certain spacing and total array length does not imply better AoA capabilities
than a greater number of smaller antennas with tighter spacing resulting in the
same total array size. To improve upon this a study can be made studying the
trade off between large mutual coupling between tightly spaced smaller antennas
versus a larger amount of input data provided by the greater amount of antennas
used. Another subject that is of interest is that making the antenna smaller would
decrease mutual coupling, could this in turn be an argument for decreasing the
spacing. Since a decrease in mutual coupling would increase performance, this
implies that a smaller shield with smaller antennas could be made and perform
equally as the shield in this paper. These subjects need further investigation which
were beyond the scope of this thesis.

Improvements of Matlab algorithm could be made to resemble reality even
more as to include radiation pattern and mutual coupling as well as making it
more automated.
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Appendix A

In this chapter images of how the incoming IQ-samples are depicted as an array and
as a matrix. The array is what the input looked like once the I and Q values had
been separated, the matrix is the whole input to the music algorithm. Although
the whole matrix was not inserted at once, but every third column since that
corresponds to a single antenna elements input. Following are the results from the
MUSIC algorithm for various SNRs which are placed here for reference in regards
to performance at different antenna spacings.
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Figure A.1: Nine IQ samples in array format.
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Figure A.2: Nine IQ samples in matrix format.
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Figure A.3: Matlab simulation results -50dBW noise floor.
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Figure A.4: -40dB noise, very large errors.
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Figure A.5: -80dB noise, very low errors.
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Figure A.6: -50dB noise, very large errors for small spacings
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