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Abstract

The focus of this work has been to implement a generic netlist reduction en-
gine to speed up circuit simulations. The netlist reduction techniques are further
optimized for Static Random-Access Memory (SRAM), wherein we exploit the
repetitive pattern of the circuit.

There are many driving factors for developing a netlist reduction engine for
SRAM simulations. In today’s System on Chip (SoC), SRAM sizes are in megabyte
ranges to support ever-increasing demands for features. The increasing size of
SRAM makes it one of the biggest contributors of power consumption and area
of a SoC. Many of today’s state-of-the-art SoCs have on average more than 50%
area and power consumption due to SRAMs. Hence it is very crucial to run full
simulations of SRAM to check functionality, timing and power numbers. Unfor-
tunately, due to the huge size of SRAM, it is unfeasible to simulate the whole
SRAM, since it would take in the order of months to perform simulations. Also, a
typical SRAM needs to be run for different corners, which is performed by Monte
Carlo simulations, which is even more computationally intensive. Tackling these
issues is the key focus of this thesis. We perform this by exploiting the iterative
nature of the SRAM circuit.

The design is implemented in Python and verified on Xenergic’s latest SRAM
by using Cadence® simulation tools. The reduction engine has shown to provide
a speed up of around 95% (using Spectre® simulator) for a 4 kb SRAM. The
tolerance of simulation results between the original SRAM netlist and a reduced
netlist are below 5%. Furthermore, there is no difference when it comes to SRAM
functionality via the digital interface. In addition, time for the whole reduction
process is far less than saved simulation time for a large scale circuit.
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Popular Science Summary

Nowadays, people’s reliance on electronic products is ever-growing, which is driv-
ing the demands for higher computational power and mobility of electronic devices.
This increasing demand has led to quick updates on electronic devices in a very
competitive market, which means time for design cycles in electronic devices can
be very short. Shorter design cycles may help companies seize more opportunities.
IC design takes up a portion of electronics device designs. Hence, the design pro-
cess of IC needs to be accelerated to adapt to the rapid changes. The simulation
of design plays an important role in the design process. It allows the designer
to know how the design works in reality, so the designer is able to modify and
verify their design. However, the simulation can take a huge amount of time, since
circuits today consist of hundreds of thousands of transistors and the transistor
model for running accurate circuit simulation is very complex. This means that a
large amount of data are processed to simulate circuit behavior. Besides, during
the design process, circuit design needs to be modified and verified several times
before manufacturing. Therefore, long simulation time can cause a large increase
in the design time. This master thesis proposes decreasing the simulation time
by ignoring redundant parts of the circuit during the simulation. As a result, the
simulation time of the reduced circuit can be cut significantly while the function-
ality of the circuit is still ensured.
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Chapter 1
Introduction

Today’s System on Chip (SoC) needs large amounts of memories to support vari-
ous functionalities and features. On-chip memories can improve the functionality
of SoC and in particular, Static Random-Access Memory (SRAM) is a popular
choice due to its high access speed and relatively low power consumption.

SRAMs in many of today’s SoCs are in the range of megabytes [1] which
results in a very large design. Take the 6-T SRAM for example, every bit will
be stored in an individual unit which contains two stable states of a latch com-
posed of two Complementary Metal Oxide Semiconductors (CMOS) inverters in a
feedback loop [2]. This would result in an extremely huge number of transistors,
resistors, and capacitors. In other words, the netlist file that describes electronic
components, nets, and connections in an SRAM schematic can be extremely large.
If there is a need to run SPICE® (Simulation Program with Integrated Circuit
Emphasis) simulations through all the circuit components to get accurate results,
it can be very computationally intensive. For a large SRAM, these simulations
can take time in orders of weeks or months even in a huge server. During the
iteration of SRAM design, the simulation time reduction can improve the total
design drastically.

1.1 Motivation
The increasing size of memories used in SoCs will lead to the increasing complex-
ity of circuits, so verification of the memories can be a problem due to the long
simulation time. The behavior of components in the circuit are simulated by anal-
ysis and computation based on device models. During the simulation, stimuli are
given to activate a part of the circuit. Take the SRAM circuit as an example, only
a very small part of the circuit (active bitcell rows and corresponding peripheral
circuits) is operating. Therefore, there are different methods to speed up circuit
simulation, such as netlist reduction or improving device models.

This thesis focuses on using circuit reduction techniques to shorten the simu-
lation time. The advantages of this method are that it will not change the circuit
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2 Introduction

design itself and the simulator does not change.

1.2 Thesis specification and Main Challenge
In order to decrease the simulation time, an automatic netlist reduction engine is
proposed. Figure. 1.1 shows the general design idea of the reduction engine. The
idea is to lower the number of circuit components in the netlist so that the simula-
tion speed improves. This is achieved by observing circuit components and nodes
and checking those parts which influence the observation nodes. These components
which influence the observation nodes are flagged. By removing the non-flagged
parts of the circuit and equivalent simpler models are substituted for them, the
simulation time can be significantly lowered. One important aspect to note here is
that the functionality of the circuit should remain unaffected. In this project, the
reduction engine has a particular pattern detection function which will enhance the
reduction dramatically for a special structured circuit like SRAM. After the real-
ization of the reduction aimed at 6-T SRAM, the program can also be extended to
other kinds of SRAM and even to general circuits through a corresponding add-on.

original
netlist

original
netlist

simulator simulator

reduced
 netlist

simulation
  results

simulation
  results

(slow) (fast)

reduction
  engine

Figure 1.1: Simulation flow overview showing the application of the
netlist reduction engine. The reduction process speeding up the
simulation is shown inside a dashed square.

The main challenges in this project are described below.

• The pattern recognition of the bitcell logic.
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• The method to detect the redundant part of the circuits based on the given
simulation condition.

• How to establish a replacing model to maintain the accuracy of the simula-
tion results.

1.3 Thesis Outline
In Chapter 2, basic concepts related to the netlist reduction algorithm and previ-
ous work about reducing circuit simulation time are presented. In Chapter 3, a
hybrid circuit reduction algorithm is proposed first. The implementation process
is described thoroughly after the algorithm description. The verification of the
design and results comparison are discussed in Chapter 4. In Chapter 5, a conclu-
sion is drawn for the thesis. Chapter 6 discusses the future work of this project.
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Chapter 2
Simulation Speeding Up Methodology

Circuit simulation accounts for a substantial portion of a whole circuit design pro-
cess. In order to decrease the simulation time, various simulation speeding up
methodologies have been proposed. In this Chapter, relative background concepts
are explained first. Several methodologies from two aspects, improving device
model and improving the simulation process, are studied after the background
description.

2.1 Background

In this section, the relative background knowledge of the netlist reduction engine
is introduced. Section 2.1.1 gives an introduction about the architecture of mem-
ory. Section 2.1.2 explains some concepts related to simulation and verification of
designs.

2.1.1 Memory Architecture

The structure of memories is the reason why the netlist reduction is more efficient
on SRAMs than general circuits. In this section, a short introduction of SRAM
bitcell structure and SRAM architecture is present.

2.1.1.1 SRAM bitcell structure

Bistable Circuit: A bistable circuit is an electronic circuit that can hold two
stable states (0 and 1). This structure is also in SRAM. As shown in Figure. 2.1,
two inverters are connected in cascade along. The positive feedback in this struc-
ture is a basis of the storage capacity of SRAM [3].

5



6 Simulation Speeding Up Methodology

VDD

GND

M1

M3

M2

M4

Figure 2.1: The bistable circuit schematics (right) and its symbol
(left).Two inverters which consist of M1, M3 and M2, M4, are
connected in cascade along, forming a positive feedback.

VDD

GND

WL

BL BLB

Q QB

M1 M2

M3 M4

M5 M6

Figure 2.2: The single port SRAM bitcell. M1, M2, M3, and M4
comprise a bistable structure which can hold the value stored in
the bitcell. M5 and M6 connect the BL/BLB with the bistable
structure, allowing writing/reading value when WL is on.
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VDD

GND

WL1

BL1 BL1B

WL2

BL2 BL2B

M1 M2

M3 M4

M5 M6

M7 M8

Figure 2.3: The dual port SRAM bitcell. M1, M2, M3, and M4
comprise a bistable structure which can hold the value stored
in the bitcell. Four transistors (M5, M6, M7, M8) connect the
bistable structure with the four BLs. Two parallel operations
can be managed.

Single port SRAM: A conventional 6-T single port SRAM bitcell is shown in
Figure. 2.2. Six transistors are used to store one bit in this SRAM structure. By
pre-charging/discharging Bitline (BL) and Bitline-inverse (BLB), the voltage of
bitlines can be controlled. In write mode, BL will be set to 0/1 and BLB will
be set to the opposite value, then by activating wordline (WL), the value can be
stored in SRAM. When doing a read operation, two BLs need to be charged to 1
at first. The value stored in the bitcell can be known by detecting the voltage of
these two BLs when WL is active.

Dual port SRAM: A conventional 8-T dual port SRAM bitcell is shown in Fig-
ure. 2.3. The write operation and read operation of 8-T dual port SRAM bitcell
is quite similar to the 6-T single port SRAM bitcell, but the 8-T dual port SRAM
bitcell can manage two parallel operations due to the presence of two pairs of BL
and two WL.

2.1.1.2 SRAM architecture

SRAM is a High Replication Circuit (HRC), because bitcells are replicated in the
whole circuit [4]. Netlist reduction can be very efficient on the SRAM circuit, due
to this feature. It is also the reason why simulating reduced netlist can verify the
functionality of the SRAM circuit.
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Memory Macro: A memory macro consists of a bitcell arrary and correspond-
ing peripheral circuits. A memory macro is shown in Figure. 2.4. Bitcells in the
same row1 shares the same WL, and bitcells in one column2 use the same BL.
By selecting the WL and two BLs, a certain bitcell can be chosen for one read
operation or write operation.

BL1 BLB1BL2 BLB2 BLN BLBN

WL1

WL2

WLM

BITCELL

BITCELL

BITCELL

BITCELLBITCELL

BITCELL

BITCELLBITCELL

BITCELL

BITCELL

Pe
rip

h
e
ra

l C
ircu

its

Peripheral Circuits

Row 1

Row 2

Row M

Column 1 Column 2 Column N

Memory Macro

Figure 2.4: A memory macro. Bitcells in each row share one WL
and bitcells in each column share the same BLs.

Memory Bank: A memory bank is a unit of memory, which is commonly used in
large-scale memory design. The capacitance on WL and BL can be very large if a
large memory comprises one large bitcell array directly. This can lead to errors in
write operation or read operation, such as writing a wrong value into the bitcell,
and the speed of reading operation and writing operation can also be influenced.

Large memories normally consist of several memory banks and these memory
banks are composed of small size bitcell arrays. A memory bank consists of several
memory macros is shown in Figure. 2.5. The bitcells in one memory bank are se-

1In this paper, one row of bitcells means a row of bitcells on WL-direction
2In this paper, one column of bitcells means a column of bitcells on BL-direction.
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lected by giving a certain address at the input during the write and read operation.

Memory Bank

Memory Macro 1

bitcell bitcell bitcell

bitcell bitcell bitcell

Peripheral Circuits

Peripheral Circuits

Peripheral C
ircuits

Memory Macro N

Pe
rip

h
e
ra

l C
ircu

its

Peripheral Circuits

Pe
rip

h
e
ra

l C
ircu

its

Figure 2.5: A memory bank consists of several memory macros.

The simulation time is very long due to a large number of transistors/compo-
nents, although only one bitcell in one memory bank is required when doing the
write or read operation. Therefore, the rest of the bitcells can be replaced with
simpler models to reduce the total number of transistors. Take an 8 kb (64×64×2)
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size memory as an example, which means there are 64 rows and 64 columns of bit-
cells in one memory bank and the memory consists of two memory banks. If one
bitcell is the target bitcell of read/write operation, 8191 bitcells can be removed
and only one bitcell remains during netlist reduction process. If the 6-T SRAM
bitcell structure is used in this memory, the number of transistors in inactive bit-
cells are 49146. A large number of transistors in inactive bitcells can lead to a
large amount of information to be processed during circuit simulation. The reduc-
tion will be more efficient when the size of SRAM is large, since bitcells takes the
largest number of transistors in the whole SRAM circuit.

The SRAM architecture is also the reason why the functionality of the SRAM
circuit can be verified by simulating the reduced circuit netlist. The peripheral
circuit in the SRAM circuit takes a small number of transistors in the whole cir-
cuit, and some peripheral circuit blocks are shared by the HRC in the SRAM. For
example, a row of bitcells can be activated by one WL and the WLs are controlled
by the decoder, which means the decoder block can manage several rows of bitcells.
It is able to verify that one row of bitcells can be activated by the corresponding
WL by testing the behavior of one bitcell in this row. Therefore, the simulation
results of the reduced circuit can be used to verify the feature of the whole SRAM
circuit.

2.1.1.3 Peripheral Circuits

The peripheral circuits are very important parts of the memory circuit. It consists
of blocks with different functionalities, such as address decoders, sense amplifiers
as well as timing and control blocks.

Address decoder: Address decoder is a functional block which is responsible for
WL selection. It is comprised of a lot of logic gates. Each input address pattern
is referring to a certain WL of the memory. Normally, an X-input decoder is able
to handle 2X WLs [3].

Sense amplifier: Sense amplifier is a functional block which outputs the value
reading from the bitcell by sensing the difference on BLs. The sense amplifier can
be used to reduce the operation delay because it can detect a small difference on
the BLs and amplify it to large signal output. This means that the voltage of BLs
does not need to be exactly 0, when 0 is reading out from the bitcell. Therefore,
the time between WL activated and signal read out can be reduced [3].

Timing and control: The operation of the memory consists of a series of se-
quential actions. For example, the bitlines need to be precharged before the WL
is activated. Therefore, the timing and control circuit should be designed very
carefully [3].

A large part of the peripheral circuit blocks can be removed during the netlist
reduction process while reducing the memory to one bitcell or one row of bitcells.
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In particular, some sensitive analog circuit blocks, such as the timing control block,
are set as "do not touch" to avoid inside modification.

2.1.2 Simulation and Verification of Designs
The simulator is also one factor which lead to a long time simulation. In this
section, concepts related to simulation and verification process is introduced, in-
cluding the feature of netlist and simulators.

2.1.2.1 Circuit Netlist

A netlist is a description of an electronic circuit. It contains the information about
components, such as transistor models, and their connections. Netlists can be writ-
ten in different formats, and the one we are dealing with is hierarchical netlist.

The circuit design is normally divided into small parts when the design is very
large. These small parts, called subcircuits, are ‘packaged’ and used in the circuit
as instances. In netlists, a subcircuit is declared only once and invoked as the
circuit model of instance. Therefore, the subcircuit is in lower hierarchy and the
circuits that invoke the subcircuit are in a higher hierarchy.

Listing. 2.1 and Listing. 2.2 shows an example of an inverter netlist for SPICE®

simulator and Spectre® simulator respectively. The corresponding inverter schematic
is shown in Figure. 2.6. The inverter is described as a subcircuit in the netlist. At
the beginning of the subcircuit declaration, the subcircuit name and the ports of
this subcircuit are mentioned. All the components in this subcircuit are described
in the body. The description order of one component is the component name, the
component connection, the component model and some related parameters. The
main structures of these two netlists are very similar, although there is a small
difference in the format. Netlists can be processed by a specific simulator. There-
fore, the reduced netlist can be simulated directly.

Listing 2.1: An inverter netlist for SPICE® simulator
. SUBCKT Inve r t e r out in vdd vdds gnd gnds
M0 out in vdd vdds trans i s tor_mode l L=length W=width
M1 out in gnd gnds trans i s tor_mode l L=length W=width
.ENDS

Listing 2.2: An inverter netlist for Spetre® simulator
subckt I nv e r t e r out in vdd vdds gnd gnds
M0 ( out in vdd vdds ) trans i s tor_mode l L=length W=width
M1 ( out in gnd gnds ) trans i s tor_mode l L=length W=width
end Inve r t e r
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vdd

gnd

in out

vdds

gnds

M0

M1

Figure 2.6: The schematic of an inverter.

2.1.2.2 Simulator for processing netlist

There are different simulators that can be used to process circuit netlist files for
different requirements.

SPICE® simulator: SPICE® is a circuit simulator for verifying the integrated
circuit design in detailed transistor-level. It can simulate the behavior of circuits
by processing certain electronic component models. SPICE® simulation allows
designers to verify if the circuit operation is exactly as it is expected before man-
ufacturing [5].

Spectre® simulator: Spectre® simulator is a SPICE-class circuit simulator
that can analyze circuits in detailed transistor-level. It can provide high precision
simulation results, but with long time and high memory occupancy at the same
time [6]. For large-scale circuits with high complexity, the Spectre® simulator
is not even able to process them in a general server, due to the huge amount of
information to be calculated and to be stored.

UltraSim® simulator: UltraSim® is a circuit simulator which can verify the
functionality of large-scale hierarchical circuits. It is faster and with lower memory
consumption compared with traditional simulators like Spectre®. The drawback
is that the simulation results of UltraSim® are not as accurate as of the results of
the Spectre® simulator [7]. Therefore, the UltraSim® can be used to check the
functionality of huge circuits which are even not able to be run by the Spectre®
simulator.

Simulators use complex device models to simulate the whole circuit, including
active parts and inactive parts. Some inactive parts of the circuit do influence the
active parts of the circuit somehow, and the influence comes from the resistance
and capacitance characteristics of transistors. However, the simulator will perform
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a very complicated calculation based on a corresponding transistor model library.
This process is very time-consuming and memory-consuming since the intensive
computation can generate a huge amount of data. This can be solved if the inac-
tive part of the circuit is replaced by equivalent resistance and capacitance models.

2.2 Simulation Model Improving Method
Some researches focus on decreasing simulation time by improving the simula-
tion principle itself. As explained in Section 2.1.2, a trade-off between speed and
accuracy exits in different simulators. These methods are going to decrease the
simulation time without sacrificing accuracy or increase the accuracy without sac-
rificing simulation time.

[8] proposed a new simplified transistor model, a finite-point-based transistor
model, to handle the increasing transient simulation time. This model uses an
analytical expression to describe the process impact and design variations for the
finite key points in I-V (Current-Voltage) and C-V (Capacitance-Voltage) charac-
teristics of a transistor. The finite data points, five critical data points specifically,
are extracted based on physical meaning and their importance in circuit opera-
tion. As shown in Figure. 2.7, this model extrapolated the full I-V and C-V from
limited data point to save the statistical simulation time. As a result, this model
can reduce the simulation time up to nine times compared to Monte-Carlo sim-
ulations with BSIM (Berkeley Short-Channel insulated-gate field-effect transistor
Model) [10, 11].

compact transistor model

variation-aware models for
finite points on I-V and C-V

full I-V and C-V extrapolated
        from finite points

statistical circuit simulations

  process
sensitivity

     variations
(L, Vth, Vdd, etc.)

Figure 2.7: Application of the finite-point-based transistor model [8].

[9] proposed a new method to reduce the order of circuit equations in simula-
tion processes for both linear and nonlinear circuits. In order to reduce the order of
a circuit, a congruence transformation with the projection matrix is needed. This
method speeds up the whole process by reducing the calculation cost in generating
a projection matrix. It remodels the projection matrix at each time point in the
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simulation. This means calculating a reduced Jacobian matrix directly in each
Newton-Raphson iteration to avoid calculating the original size of the Jacobian
matrix which will cost more time.

2.3 Netlist Reduction Method
The two methods mentioned in Section. 2.2 focus on device evaluation time, while
some other methods focus on another factor of simulation runtime: circuit scale
itself. These methods use different algorithms and different pre-configurations to
achieve the same purpose: reduce the inactive parts of the circuit with fixed pre-
confugurations. This is also the purpose of our engine.

2.3.1 Manual SRAM Reduction Method
The manual reduction methods always have an assumption: the architecture and
details of the circuit is known before the reduction and modifications can be done
manually. Two methods are studied in this section and they are both struggling
with the complexity of the reduction process, the efficiency of the reduction and
the accuracy of the reduction.

2.3.1.1 Pure Reduction

[12] proposed a method based on a known specific structure. A critical path, the
worst delay path, will be manually analyzed first. As shown in Figure. 2.8, the
bitcell in the top right corner has the longest path to peripheral circuits (decoder)
in this exact floorplanning. Then only the bitcells and peripheral circuit blocks
on the critical path or neighboring paths will remain. This step is achieved by
modifying and renaming basic circuit block modules. After function and Layout
Versus Schematics (LVS) checking, the reduced circuit will be used for parasitic
parameters extraction for post-layout simulation. For a 2K × 32 bit SRAM, this
model can save 92% simulation time while keeping the tolerance below 5%. But
this method has low flexibility for its fixed floorplanning requirement and critical
path manually extraction. In addition, module based modifications can be time-
consuming. And for a n × m cell array, (2n+2m-2) bitcells will remain which
means 6 × (2n + 2m − 1) more transistors will remain compared to some other
methods like [13].

2.3.1.2 Reduction with Equivalent Model

Some research reduced only the bitcells of the whole SRAM. [13] proposed a cor-
responding equivalent and simplified model of bitcell array, bitline, and wordline.
The model will ignore peripheral circuits and do the substitution to the cell array
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Figure 2.8: Redcution based on known structure and known critical
path [12].

except for the positioned bitcell. The parasitical parameters of the layout will
be extracted without cell arrays first, then the memory core will be replaced by
the reduced memory core with corresponding parasitical parameters. As shown in
Figure. 2.9, the reduced model of bitcell, bitline and wordline are based on layout
netlist so the length and width of the line will also be considered.

The parameters can be calculated by the Equation 2.1 and Equation 2.2:

C1 = C2 = Cox × Wn × Ln × ε0εox/tox (2.1)

R = ρL/W (2.2)

The wordline model is shown in Figure. 2.10. The value of the resistance and
capacitance shown in the above figure are calculated by the Equation 2.3 and
Equation 2.4:

Rm = (R1 +R2)× (C1 + C2)× (m− 1)/2 (2.3)
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Q QB

      wordline
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         bitline
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         bitline
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Figure 2.9: Simplified BL model and WL model of memory core [13].

C1 C2

R1 R2

m-1

Rm

Cm1 Cm2

Figure 2.10: Distributed and lumped π model of wordline [13].
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Cm1 = Cm2 = (C1 + C2)× (m− 1)/2 (2.4)

The bitline model is shown in Figure. 2.11. The value of the resistance and
capacitance shown in the above figure are calculated by the Equation 2.5 and
Equation 2.6:

RL

RL

CL

CL

Cn

CnRn

n-1

Figure 2.11: Distributed and lumped π model of bitline [13].

CL = CJ + CJSW = CjLSW + Cjsw(2LS +W ) (2.5)

Rn = R× (n− 1), Cn = CL × (n− 1)/2 (2.6)

This method focuses on layout and only cares about one cell array in the
whole memory, while inactive peripheral circuits also take much unnecessary time
to simulate. The advantage is that this model calculated parasitical parameters
for memory core ahead to completely avoid extracting parasitical parameters from
bitcells.

2.3.2 Automatic Circuit Reduction Method
The two methods discussed in Section 2.3.1 need to be done manually which is
time-consuming in circuit design flow. The methods discussed below can reduce
the circuit automatically with corresponding configurations before the reduction.

2.3.2.1 DRAM Reduction Based on Pre-defined Architecture

[14] presents a DRAM reduction tool which can reduce the DRAM circuit auto-
matically based on pre-configurations. The reduced DRAM architecture will be
built first, then the corresponding circuit block extracted from the original netlist
will be filled in the architecture. Two architectures are available in this tool, one
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is Block-Selection Type Memory Array Structure and another one is Parameter-
Selection Type Memory Array Structure. Bitlines and wordlines in the architecture
will be replaced by wire models chosen from six different wire models. As for the
bitcells, the reduction method can be chosen by the user from two options. One is
replacing the inactive cell by a simplified model, another one is keeping all the cells
and redistributing the multiple factor parameter M. One disadvantage of this tool
is that several DRAM architectures are predefined in the tool which is not flexible.
Only one bitcell is fixed during each simulation and this need to be defined before
simulation each time. The flow of the tool is shown in Figure. 2.12.

Customize DRAM Reduced Circuit Configuration

Build DRAM Reduced Circuit Model Architecture

           DRAM Circuit Design and Layout 

               Create DRAM Macro Model

         Define DRAM Model Parameters

   Set Up Peripheral Block Stimulus Signal

Build DRAM Reduced Circuit Model Architecture

Figure 2.12: Auto DRAM process flow [14].

2.3.2.2 Genral Circuit Reduction Based on Fixed Stimuli

[15] presents a recognition method to trace signal flows of a general circuit and
reduce the circuit according to the signal flow. The flow of this method is shown
in Figure. 2.13.

net recognition

layout pattern

extract circuit

gate recognition

trace signal flow

process capacitive load

Figure 2.13: Gate recognition method flow for active path tracing.
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In the first step, the circuit will be recognized from layout pattern data. With
given stimuli, the signal flow can be traced by using their new presented function
recognition algorithm. During the gate reduction and parasitics reduction based
on a specified critical path and signal flow, the terminated net will be considered
as a capacitive load.

As for the function recognition algorithm, logic blocks will be recognized first
and the logic tree will be formed as shown in Figure. 2.14. This algorithm has
two restrictions to avoid some special function blocks (clock) becoming a vertex
in the logic tree. As for the capacitive load, one example model is that if a net
connected to the gate terminal of a transistor, the source and drain terminals of
the transistor will be connected together.

nand

or

net2net1

net3

Figure 2.14: Logic tree of function recognition algorithm.
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Chapter 3
Implementation of Reduction Engine

The whole flow of the design and details of the engine implementation are de-
scribed in this chapter. After a brief description of the configuration, the major
reduction process will be introduced. Adding RC models and tracing critical paths
will also be discussed in this chapter as add-ons.

3.1 Algorithm Design
Although the methods discussed in Section. 2.3 are based mostly on layout, the
circuit analysis and reduction process will always be done after filtering the par-
asitics data of the layout pattern first. An automatic hybrid netlist reduction
focuses on schematic netlists is presented in this section.

3.1.1 Clustering
The first step of clustering is detecting special units and clustering each of them.
Different special units will be labeled differently to be recognized. A special unit
can be defined in a configuration file before the reduction. In the second step,
the remaining transistors that are connected to each other by source terminals or
drain terminals will be clustered together. One thing that needs to be mentioned
is that all the power and ground connections will not be considered as normal
nets. Considering the special structure of SRAM bitcell arrays, the bitcell needs
to be recognized as a special unit before beginning normal clustering. This pre-
detecting can ensure that the bitcells connected to the same bitline are considered
as different clusters, which will increase the reduction efficiency.

Another function embedded in the engine is the "do not touch" circuit setting.
In the configuration file, users can input the name of the module that they do not
want to be modified. When the engine is flattening the circuit, the "do not touch"
sign will be labeled on all the transistors in the specific module. After clustering,
the clusters which contain "do not touch" labeled transistors will be considered as
"do not touch" clusters. This is a trait to be detected in the following steps.

21
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In the end, the structure of the circuit will look like in Figure. 3.1.

cluster

type A

cluster

type N

cluster

type N
cluster

type A

cluster

type N

cluster

type N

cluster

type B

cluster

type B

cluster

type N

cluster

type N

...

no-touch

Figure 3.1: Circuit structure after clustering.

3.1.2 Active Path Tracing

At the beginning of the path tracing, the ports of the clusters received from the
last step will be defined. If a port in a given cluster is connected to the gate of
one of the transistors in it, it will be defined as a gate port. Similarly, if a port
in a cluster is connected to the source or drainl of the transistors in it, it will be
defined as a channel port. A port can be a gate port and a channel port at the
same time.

In the first step, multiple target bitcells can be pre-configured by BL and WL
information. This function makes different bitcell simulations after only one re-
duction process possible. Four net names "BL1, BL2, WL1, WL2" are considered
as one input information group. The two WL net names can be the same if the
bitcell is connected to only one WL. In order to find the target bitcells, bitcell
clusters connected directly to any net of the start group will be correspondingly
labeled. Those bitcells which are labeled by all four nets in one start group are
the target bitcells. Except for these target bitcells, all the other bitcells will be
reduced. For example, "BL3, BLB3, WL2, WL2" is the input information group1
and "BL4, BLB4, WL3, WL3" is the input information group2. As shown in Fig-
ure. 3.2, only the bitcells labeled by [1,1,1,1] will remain.
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BITCELL BITCELL BITCELL BITCELL

BITCELL BITCELL BITCELL BITCELL

BITCELL BITCELL BITCELL BITCELL

BITCELL BITCELL BITCELL BITCELL

BL1 BLB1BL2 BLB2BL3 BLB3BL4 BLB4

WL1

WL2

WL3

WL4

[0,0,1,1]

[0,0,0,0] [0,0,0,0] [1,1,0,0] [0,0,0,0]

[0,0,1,1][1,1,1,1][0,0,1,1]

[0,0,0,0] [0,0,0,0] [1,1,0,0] [0,0,0,0]

[0,0,0,0][1,1,0,0][0,0,0,0][0,0,0,0]

[0,0,0,0] [0,0,0,0] [0,0,0,0] [1,1,0,0]

[0,0,0,0] [0,0,0,0] [0,0,0,0] [1,1,0,0]

[1,1,1,1][0,0,1,1][0,0,1,1][0,0,1,1]

[0,0,0,0] [0,0,0,0] [0,0,0,0] [1,1,0,0]

Figure 3.2: Fixed target bitcells. One type circles lead to one input
information group and one target bitcell. Only bitcells labeled
[1,1,1,1] remain.

In the second step, all the nets in an input information group and all the ob-
servation points will be considered as "start" nets. From the start nets, all the
clusters that may affect the "start" nets will remain. As shown in Figure. 3.3, the
cluster whose output is connected to the "start" net will be recorded and traced,
except for the bitcell clusters. The input nets of the to-be-traced cluster will be
considered as new "start" nets and be recorded and traced. The loop chain will
be stopped and all the clusters in the chain will be labeled as active if the chain
meets the input of the whole circuit or the target bitcell.

cluster

cluster

cluster

bitcell

cluster

net net

out

out

out

in in

in

in/out

cluster

bitcellin/out

Figure 3.3: Active clusters tracing example. The right net is a
"start" net and clusters in shadow squares will be recorded as
possible active clusters.
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3.1.3 Add Equivalent Model of Bitcell

For the reduced circuit, a huge amount of reduced bitcells on target bitlines and
word lines will cause huge capacitance loss. Capacitance loss on general circuits
nets can be ignored temporarily compared with those on target BL and WL. As
shown in Figure. 3.4, 0 or 1 is stored in a bitcell when the wordline is not enabled.
For BL, the 1-store-side-bitline will have a leakage current path to the power while
the 0-store-side-bitline will have a leakage current path to the ground. For WL,
the capacitance loss depends mostly on the capacitance between the gate and the
body of the transistor.

VDD

GND

WL

BL BL

0 1

Figure 3.4: Leakage in inactive bitcell.

To compensate for the capacitance loss, a pure capacitance model shown in
Figure. 3.6 is used. The capacitors which connect to one net will be combined
together in the end. CW and CB are the capacitance of the corresponding single
bitcell. And the capacitance value of a single bitcell can be pre-defined or ex-
tracted from single bitcell netlist.

In order to extract the capacitance more accurately and technology indepen-
dently, an add-on function is embedded in the engine. All the bitcells which
connect directly to the target WL and BL will not be reduced at first as shown in
Figure. 3.5. This first edition of reduced netlist will be simulated first by Ocean®

script [17] and the capacitance information of one bitcell will be extracted from
the simulation results automatically. After this extraction, the first edition of the
reduced netlist will be reduced again until only target bitcells remain and the
sum of capacitance being added to the target BL and WL. One advantage of this
method is that the first reduced edition can also be used as a final edition in a
high accuracy required situation.
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Figure 3.5: First step of reduction for accurate capacitance extrac-
tion.
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Figure 3.6: Capacitor model for reduced bitcells which connected
directly to target BLs and WLs.



26 Implementation of Reduction Engine

In Chapter 4, simulation results of different SRAM circuits will be listed in
tables and be compared with each other. The efficiency, function, and accuracy
will also be compared with some other methods published by others.

3.2 Configuration Before the Reduction

An information text document can be read in to give variables corresponding val-
ues after users input the information.

Path information: The path of an original netlist is necessary for the engine to
find the original netlist. The path of the output folder is necessary for saving all
the output results files, including reduced netlist and other log files of the reduc-
tion process.

Transistor model name list: All the used transistor model names should be
included in this list. This configuration can help to identify transistors from in-
stances when the engine read in the original netlist.

Bitline and wordline information: The information of bitline and wordline is
used to fix target bitcells. So for each target bitcell, information of four net names
(two bitlines and two wordlines) will be provided. If one bitcell has only one
wordline, same net names are acceptable. To avoid unnecessary bitcells being se-
lected, this information must be given in a group. For example, if eight net names
belong to two groups are given together, four bitcells will be fixed rather than two.

Module names of no-touch blocks: For those circuit blocks that the users
want to keep in a black box without any modification, their name should be given.
All the transistors and instances in no-touch blocks will remain exactly the same
after the reduction.

Net name of power/input/output: The ports of top-level connections to pow-
er/input/output is informed before the reduction to save the time of identifying
the port type.

Input and output net name of critical path: The input and output net can
be any net inside the circuit. The add-on function, critical path extraction, will
start from the output net to the input net specified in this configuration.

All the net name information in the document above should have a complete
form with hierarchy, like "I0.I3.net1".
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3.3 Netlist Reduction
The process of the reduction is divided into four parts: preprocessing the data,
classifying the circuit, reducing the circuit, and reconstructing the circuit to out-
put. All of these steps are realized by Python, a high-level programming language.

3.3.1 Data Pre-processing
Figure. 3.7 shows the procedures of preprocessing the data read from an original
netlist.

original
 netlist

reduced
 netlist

Flatten Circuit Structure

Hierarchy Circuit Structure

...

instance

instance
... ...

reduction reconstruction

Figure 3.7: Two structures to store the netlist data. Flatten circuit
structure for processing and hierarchy circuit structure for new
netlist reconstruction.

The circuit information is described in a netlist with hierarchy. This means
that the netlist consists of one or more circuit blocks and these circuit blocks can
invoke each other. The circuit information is extracted from a netlist and stored
by a particular data structure. In this project, two data structures are used. One
structure is called “flatten circuit structure”. All the devices in the circuit will be
instantiated as single transistors or other basic electronic components with only
information of connection. There is only one circuit block in this structure with-
out sub-blocks. Data stored in this structure will be used for the major circuit
analysis. Another structure is called “hierarchical circuit structure”. In this struc-
ture, the invoking relationship between subcircuits in the original netlist will be
stored. Data stored in this structure will be used as a reference when the engine
reconstructs the reduced netlist. This will keep the reduced netlist well-structured.

3.3.2 Classification
To reduce the complexity of the circuit which will be reduced, a classification of
components needs to be done. In this process, all the transistors are classified into
different clusters. Figure. 3.8 shows the flow of this process.

Bitcell detection is run at the beginning of the classification process. By search-
ing the bistable circuit structure which is a common structure in SRAM bitcells,
all the components which can be SRAM bitcell are found. Then these components
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are verified if they are SRAM bitcells by checking if only drain or source of two
NMOS are connecting with the bistable circuit. This method can be further de-
veloped to detect different bitcell structures like an 8-T SRAM bitcell structure
shown in Figure. 2.3. All the transistors in one bitcell will be labeled and can be
easily recognized in the further process. Transistors, except those in bitcells which
are connected together by drain or source, are considered as a cluster since they
will influence each other during operation. After giving these clusters different
labels, the classification process is finished.

Bitcells are considered as special clusters, due to the structure of the bitcell
array. As shown in Figure. 3.9, bitcells which are sharing the same BL will be
considered as one cluster if we do not do bitcell detection before clustering. This
huge cluster will keep more inactive transistors in the reduced netlist and decrease
the efficiency of the netlist reduction engine.

The reduction process can be messy and complicated without this step since
it can reduce the types of port for one cluster. If the reduction process is imple-
mented in transistor level, a port of transistors can be input, output or both. After
classification, only the ports used for clusters connection need to be considered,
and the direction of the path can be determined easier during reduction.

Find all the components comprise of 
bistable structure.

Find and label the components which 
are connected with each other with 

drain and source.

Can the components 
compose a bitcell?

Label the components
as a bitcell

N

Y

Figure 3.8: The flow of classification process.
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Figure 3.9: Bitcells sharing the same BLs.

3.3.3 Active Path Tracing
According to the configuration file, transistors in blocks which are not expected
to be reduced will be labeled first. Figure. 3.10 shows the algorithm flow of the
active path tracing.
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Create cluster objects

Create cluster connection objects

Process one paire BL and WL

Define taeget bitcell

Process one observation net

Calculate cap for taeget BL and WL

Figure 3.10: Active path tracing flow

The first step is creating cluster objects. One cluster object contains all the
information of the transistors that have been classified into this cluster. As for
the ports of these transistors, only the transistor ports that connect between this
cluster and any other cluster will be defined as the ports of the cluster. These
ports will be divided into two types. One type is the port that can only be the
input of the cluster circuit, and another type is the port can be the input and also
can be the output of the cluster circuit. All this information will be stored in the
cluster objects. The cluster connection objects are simple net objects that only
contain the name information of the clusters which connect to the net.

BITCELL

BL1 BLB1BL2 BLB2BL3 BLB3BL4 BLB4

WL1

WL2

WL3

WL4

TARGET2 TARGET1

Figure 3.11: Two bitcell targets
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Figure 3.12: Active cluster tracing flow. A represents the latest
testing cluster in one tracing path and B represents any cluster
connect to A.
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After creating objects, the possible active cluster path will be traced depend-
ing on several pairs of BL and WL information. And the bitcells which connect
to the target BL and WL will be flagged correspondingly. Then the target bit-
cells can be fixed. In addition, the number of deleted bitcells in target BL or
WL will be calculated with the capacitance value of one bitcell for further ca-
pacitance calculation. Take the cell array in Figure. 3.11 for example, the target
bitcell 1 and 2 are fixed, the weight of BL2 and BLB2 is 3 and the weight of WL2
is 4. The last step is the possible active cluster path tracing from observation nets.

The main process of reduction is the possible active cluster tracing, and this
process will be divided into two parts. One is tracing from the BL and WL infor-
mation in the configuration file and another one is tracing from observation nets
in the configuration file. The algorithm flow is shown in Figure. 3.12.

In the diagram, A represents the latest testing cluster in one tracing path, and
B represents any cluster that connects to A. If B is a target bitcell cluster, the
whole tracing path from start point to A will be kept and the engine will keep
searching for other clusters which connect to A. If B is a normal bitcell cluster, it
will be passed and the path will keep searching for the next cluster connected to
A. When B is not a bitcell cluster, if it connects A only by its only-input-terminal
and it is not configured as a "do not touch" cluster at the beginning, the B cluster
will be ignored. Then if B has not been tested before, it will become the new A of
the whole path and the steps above will be repeated until all the possible active
clusters are found and flagged.

3.3.4 Reconstruction
In this process, the hierarchical structure of the reduced circuit is built. The flow
is shown in Figure. 3.13.

After the reduction operation, all the transistors which are considered as active
are labeled. The information about circuit hierarchy is recorded and shown via
the name of devices in flatten circuit. Therefore, the tool can easily identify which
hierarchy the transistors are in and relocat them in the hierarchical circuit. After
this relocation, the reduced circuit can be reconstructed via labeled transistors
and hierarchical circuit structure. This step rebuilds the structure of the reduced
netlist and keeps the netlist structure hierarchical. Moreover, when checking the
structure of the reduced netlist is necessary, the structure rebuilding can make this
checking easier.

Due to the instantiation of all the components in the hierarchical circuit struc-
ture, repeated circuit model declaration will cause a huge size netlist for the new
reconstrcuted reduced circuit. By comparing the information in the circuit mod-
els, those repeated circuit models will be replaced by one single model. This step
helps reduce the size of the reduced netlist file and makes the verification of the
netlist easier.
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Figure 3.13: The flow of reconstruction process.

At this point, the whole netlist reduction process is finished and a new reduced
netlist file can be output.

3.4 Build RC Models for Redundant Circuits
The capacitance extraction is necessary for building the capacitance model for
deleted circuits. The BL and WL capacitance model is the most determining fac-
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tor for the accuracy of the netlist reduction engine.

Only the capacitance of transistors is concerned when extracting the capaci-
tance since the reduction aims at a schematic level and the wires in the schematic
are considered as ideal wires. In Cadence Virtuoso®, there is a function called
cap table extraction, which can extract the capacitance of all the circuit nodes at
one moment during a simulation.

Capacitance is a dynamic characteristic of transistors. Therefore, the value of
it changes depending on the working condition of the transistors. During reduc-
tion, a row and a column of bitcells are remained for this extraction, as shown in
Figure. 3.14. A is the target bitcell. The bitcells labeled as D has been deleted
in previous steps, and bitcells labeled with B and C will be deleted after extraction.

This process has been integrated into the reduction engine. The capacitance
can be extracted and add back to the circuit automatically if it is required. The
capacitance value can also be given previously and the extraction process will be
skipped.

Column 1 Column 2 Column 4

BL2 BLB2BL3 BLB3 BL4 BLB4

WL1

WL2

WL3

WL4

Row1

Row2

Row3

Row4

Column 3

BL1 BLB1

BITCELL
D

BITCELL
D

BITCELL
D

BITCELL
D

BITCELL
D

BITCELL
D

BITCELL
D

BITCELL
D

BITCELL
D

BITCELL
B

BITCELL
B

BITCELL
B

BITCELL
C

BITCELL
C

BITCELL
C

BITCELL
A

Figure 3.14: Different strategies for different bitcells.
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3.5 Extract Critical Path for a Circuit
Extracting critical path for a circuit is implemented as an add-on in the netlist
reduction engine. The critical path is the worst delay path of the circuit. The
delay depends on the resistance and capacitance mostly. So the delay of the cir-
cuit depends on the parasitics on the critical path. The critical path extraction
in this project is an add-on function and it is only an approximate critical path.
The circuit is divided into small units. A unit can be a transistor or a cluster. We
assume every unit have a weight. The weight represents the length of the critical
path from input to the unit. The former unit who provide the largest weight to
the recent unit will be recorded in the recent unit. Furthermore, the weight can
be calculated differently according to different algorithms. Take the diagram in
Figure. 3.15 for example, an input “I” and an output “O” will be known as the
function input. The first step is comparing the weight of “b” and “e”. When the
engine found “b” and “e” have not been defined a weight, it will keep comparing
the weight of “a” and “c” for “b”. This step will repeat until tracing to the input.
Then the units will have weight one by one from the input to output. For example
“b” will be given a weight equal to 4 and the name of “c” will be stored in “b”
because “c” can provide 3 to “b” while “a” can only provide 2 to “b”. At last, “O”
will get 4 from “b” and the critical path will be “I”-“a”-“c”-“b”-“O”.

a

c

b

I

d e

O
w=1

r=null

w=2

r=I

w=3

r=I

w=2

r=I

w=3

r=d

w=4

r=c

w=5

r=b

Figure 3.15: Critical path tracing example. "w" is the weight of cur-
rent cluster and "r" is the former biggest weight cluster name.
Weight can be calculated differently according to different al-
gorithms.
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Chapter 4
Verification of Reduction Engine

In this chapter, a verification flow and corresponding scripts are introduced first.
Results of the verification are listed in tables and compared between different
SRAM sizes and different reduction methodologies.

4.1 Flow of Verification
The verification flow is shown in Figure. 4.1. After inputting the original netlist
and configuration to the reduction engine, the reduced netlist and the log file
recording reduction time will be generated. After the original netlist and the re-
duced netlist being simulated by the same simulator, a raw file and simulation time
for each netlist will be output as the results of a simulation. Based on the raw
data, important constraints will be calculated by the constraint calculator. These
constraints will be compared between an original netlist and a reduced netlist to
show the accuracy of the reduction engine.

REDUCTION
ENGINE

SIMULATOR CONSTRAINTS
CALCULATOR

original
netlist

reduced
netlist

reduction
log file

simulation result
(raw data & tsim)

configuration

deviation

simulation result
(raw data & tsim)

COMPARE
CALCULATOR

write delay
read delay

...

write delay
read delay

...

Figure 4.1: The flow of verification process.

In the verification phase, various size SRAM circuits are used to test the re-
duction engine as shown in Table. 4.1. As for the simulator, Spectre® is used for
all the netlists except for the original netlist of 32 kb (32 × 32 × 32) size SRAM
for its unfeasible simulation time. For this large netlist, UltraSim® is used as
the simulator. As for the constraint calculator, the delay of the read and write
operation, and the rise time and fall time of the switch of observed signals will be
calculated. Figure 4.2 shows the calculation method of delay for the two signals
and the fall time of a signal switch.
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Table 4.1: Tested SRAM types

Peripheral
structure Null Type A(simple) Type B(complex)

256 b (16× 16) D D

512 b (16× 32) D D

1 kb (32× 32) D D

4 kb (64× 64) D D

8 kb (64× 64× 2) D D

32kb (32× 32× 32) D

Input

Signal

Observed

Signal

Delay

50%

50%

Signal Change
Duration

90%

10%

Figure 4.2: An example waveform for measurement.

As described in Section. 3.1.2, the active path tracing is based on the target
bitcells rather than stimulus. When one or more target bitcells are fixed, the
stimulus can change. In the verification flow, a circuit with a testbench in the
netlist can also be read in and be separated to circuit and testbench. The circuit
part will be sent to the reduction engine and the testbench part will be kept
and added back to the reduced netlist after the reduction process as shown in
Figure 4.3. The testbench of the netlist can be exactly the same because the ports
of the highest level are not changed in the reduction.
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Reduced
netlist

Original
netlist

Reduction
engine

Testbench

Original
netlist

Testbench Testbench

Reduced
netlist

Figure 4.3: Testbench separation

4.2 General Function Verification
The first step of verification is the functional verification. The expected result of
this step is fundamental. If the reduced circuit can read the data stored in target
bitcells and write data into target bitcells correctly, the general function verifica-
tion will be considered as correct. More detailed verification such as read delay
tolerance and write delay tolerance will be calculated and compared in the next
section. The result of function verification is shown in Figure 4.4 and Figure 4.5,
the upper waveform is the original circuit signal and the lower waveform is the
reduced circuit signal. Figure 4.4 is the simulation results of a reading operation
and Figure 4.5 is the simulation results of a writing operation. All the coordinate
values are being normalized but we can still see the basic function is fulfilled in
this example.

4.3 Results Comparison and Analysis
In this section, the reduction engine performance and simulation results will be
compared in different aspects.

4.3.1 Data Formation
All the data presented in the table are normalized for better intuitive comparison.
For example, initial raw data is listed in Table 4.2.

Table 4.2: Rate Calculation Example

Original netlist result Reduced netlist result Rate(%)

A B (1−B/A)× 100

Parameters are calculated from raw data using the formulas below:

tolerance =
original netlist result− reduced netlist result

original netlist result
(4.1)
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Figure 4.4: Comparison between simulation results of original circuit
and reduced circuit during read operation. (a) is the reference
clock signal, (b) is the output data reading out of the original
circuit. (c) is the output data reading out of the reduced circuit.
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Figure 4.5: Comparison between the simulation results of the orig-
inal circuit and the reduced circuit during the write operation.
(a) is the reference clock signal, (b) the signal transition when
writing a value into the bitcell of the original circuit, (c)the
signal transition when writing a value into the bitcell of the
reduced circuit.
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reduced tsim =
original sim time− reduced sim time

original sim time
(4.2)

In order to measure differences between original netlists and reduced netlists in
an equal way, one circuit (including an original netlist and a reduced netlist) must
be simulated by one simulator, but different simulators can be used for different
circuits. However, different circuits must be simulated by one simulator when it
comes to the comparison between of different size SRAMs. As shown in Table 4.3,
the reduced simulation time and tolerance will be influenced by using different
simulators. In general, UltraSim® is faster and less accurate so the netlist re-
duction has less reduced simulation time when using this simulator. For example,
after same reduction process, a 4 kb SRAM reduced 96% simulation time using
Spectre® while only 52.31% reduced using UltraSim®. This difference comes
from different simulation principles inside different simulators. So in the next sec-
tions, all the example SRAM circuits will be simulated using Spectre® except for
a 32 kb SRAM because the original netlist of this 32 kb SRAM is unable to be
simulated by Spectre® since it will cause a processor memory overflow. To make
a fair results comparison between an original netlist and a reduced netlist, both
the original netlist and the reduced netlist of this 32 kb SRAM will be simulated
using UltraSim® and this is marked in the tables when the results are simulated
from UltraSim®.

Table 4.3: Simulation results influenced by different simulators.

Size 4 kb(32× 32× 2× 2) 2 kb(32× 32× 2)

Simulator Spectre® UltraSim® Spectre® UltraSim®

Reduced tsim 99.65% 81.06% 96.31% 52.31%
Tolerance 1.62% 2.56% 1.24% 3.87%

4.3.2 Peripheral Circuit Structure and Processing Method Com-
parison

Normally, SRAM consists of bitcells and peripheral circuit blocks controlling the
reading and writing operation. Most researches on SRAM netlist reduction focuses
only on reduction of the bitcells while keeping all the peripheral circuit remained.
In this section, we take a 4 kb SRAM as an example to compare different ways to
process peripheral circuits.

Table 4.4 shows three methods to process the peripheral circuit of SRAM. The
reduction method on bitcells are exactly the same and the reduction on a periph-
eral circuit is the only variable.
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Table 4.4: Different mthods to process peripheral circuits

Algorithm

Method 1 Keep the active clusters in the peripheral circuits
Method 2 Keep both active clusters and inactive clusters which

directly connects to active clusters
Method 3 Keep the whole peripheral circuit

Table 4.5 shows the simulation results using these three different methods for
a 4 kb (64×64) SRAM. Write delay is used for tolerance calculation. The write de-
lay in this situation is the time difference between decoder enable signal inversion
and bitline signal inversion. The peripheral circuit transistors account for 6.2% of
the whole circuit. The difference among different methods is slight in this table
because of the small amount of peripheral circuit in this SRAM. But we can see
that if we reduce the netlists for the peripheral circuits, the transistor number and
simulation time will be reduced. If we use method2, the accuracy will improve but
much more simulation time will be needed. According to these results, method1
is used in our engine.

Table 4.5: Different peripheral process methods comparison for 4 kb
(64× 64) SRAM with a simple peripheral circuit (6.2%)

Method 1 Method 2 Method 3

Reduced transistors 95% 94.16% 93.76%
Reduced tsim 96.8% 96.5% 96.1%
Tolerance 3.35% 3.30% 3.30%

Table 4.6 shows the simulation results for a complex structured 32 kb (32 ×
32× 32) SRAM. The peripheral circuit transistors account for 19.2% of the whole
circuit. For a complex peripheral SRAM, the reduction of a peripheral circuit will
bring more efficiency. The engine can reduce almost 10% transistors if reducing
the inactive part of the peripheral circuit. But due to the huge amount of periph-
eral circuitry and simulator changing (for large scale netlist), the simulation time
will reduce less than the former SRAM under the same condition.

4.3.3 Simulation Results Comparison for Different Size SRAMs

Applying the same reduction method on different size SRAMs will give us different
results. In this section, the reduction time and reduced simulation time will be
compared for different size SRAMs first and accuracy comparison follows.
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Table 4.6: Different peripheral process methods comparison for
32 kb (32 × 32 × 32) SRAM with a complex peripheral circuit
(19.2%)

Method 1 Method 3

Reduced transistors 91.4% 80.8%
Reduced peripheral transistors 19.93% 48.5%
Reduced tsim (UltraSim®) 73.52% 68.48%
Tolerance (UltraSim®) 0.5% 1.07%

4.3.3.1 Reduction Time and Simulation Time

The reduction time and simulation time for different size SRAMs are shown in
Table 4.7. The first two SRAMs have the same simple structure, and the third
SRAM has a complex structure. The upper four rows are the time spent on
different reduction steps, and the fifth row is the total time spent on reduction.

Table 4.7: Reduction time and simulation time comparison

4 kb 8 kb 32 kb

Memory bank structure 64× 64 64× 64× 2 32× 32× 32
Flatten <1s <1s 4s

Classification 1s 5s 162s
Active path trace 5s 15s 184s
Reconstruction <1s <1s 6s

Reduction process time 7s 21s 256s

Reduced tsim 96.6% 98.7% 73.52%(Ultrasim®)
Reduced transistor 94.2% 95.9% 91.4%

Peripheral/total 6.3% 5.2% 19.2%

From the table above, the engine has a better reduction efficiency on a large,
regular SRAM structures, both in terms of reduced transistors and reduced simula-
tion time. For different structures, the amount of peripheral circuitry will influence
the reduction efficiency. Take the 32 kb (32× 32× 32) SRAM for example, the pe-
ripheral circuit accounts for 20% of the total transistor number, so the percentage
of the reduced transistors of the whole circuit is less compared to other structures.
Additionally, UltraSim® is used to simulate the 32 kb SRAM instead of Spectre®
because the circuit is too large to run the Spectre® simulation. For a one-time
simulation, the total reduced time can be calculated by Equation 4.3. If an iter-
ative simulation is run, the reduced total time will be much closer to 1 according
to the Equation 4.4.
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reduced total time = 1− reduction time+ reduced sim time

original sim time
(4.3)

reduced total time = 1− reduction time+ reduced sim time× N

original sim time× N
(4.4)

As for the different reduction steps, the active path tracing is the most time
consuming because of the iteration algorithm. The classification step will be slower
if the structure is more complex or the size is larger, but it depends more on the
structure complexity. The flatten and reconstruction costs less than 10% of total
reduction time.

In a nutshell, the engine can reduce more simulation time for larger sized
memory with the same peripheral structure under the same simulation condition
(simulator and processor). When the size of memory is fixed, the engine will have
lower efficiency if the peripheral structure is simpler. As for the reduction time,
tracing the active path is the most time consuming and it depends on the scale
and complexity of the circuit. But for iterative simulations, the reduction time
can even be ignored compared with total simulation time.

4.3.3.2 Accuracy

The tolerance of simulation results between the original netlist and the reduced
netlist is considered as the criteria of the engine accuracy. As for the simulation
results of an SRAM circuit, read and write delay are measured. Read delay is
the time delay between reading enable inversion and read output signal inversion.
Write delay is the time delay between write enable inversion and value inversion
inside the target bitcell. The tolerance for different size SRAMs is shown in ta-
ble 4.8.

Table 4.8: Tolerance when keeping one column and one row of
bitcell

1 kb 4 kb 8 kb

Memory bank structure 32× 32 64× 64 64× 64× 2
Read delaytolerance 0.8% 1.91% 1.9%
Write delay tolerance 0.03% 0.05% 0.05%

The results in the table above are from a reduction method that keeping one
column and one row. The tolerance depends on the single cell array most, the
bitcells number connected on one bitline or wordline. The more bitcells connected
on one bitline or wordline, the larger the tolerance will become.
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4.4 Comparison with Other Methodology
For the limited results of different reduction methodology being published, these
results are compared based on different-size-memory in table 4.9. Except for sim-
ulation time and tolerance, the reduction is finished automatically or manually,
and whether the method can be used in general circuit or not is also compared in
the table below.

Table 4.9: Simulation results comparison with other methodology

Method Size Reduced tsim Tolerance Auto General

Our engine 2 kb (16× 16× 8) 93.2% 4.3% Yes Yes
[12] 64 kb (2k × 32) 90% 5% No No
[13] 2 kb (16× 16× 8) 97.3% 2.4% No No
[15] Not mentioned >80% >10% Yes Yes

Reducing circuit manually is a good option if the circuit is small, but when the
circuit is in large-scale, manual reduction can be complex. It requires the person
who is doing the reduction have a deep understanding of this circuit, so the person
can know which part of the circuit should be reduced. Moreover, for those subcir-
cuits which have been invoked repeatedly, instantiation of these subcircuits should
be considered. This can be complicated and can take a long time. Therefore,
a manual reduction is normally for reducing bitcells and adding equivalent RC
models. Besides, there is a greater probability of tolerance in manual reduction
compared with processing with automatic reduction engine.

During a design process, various data structures and methods have been tried
and the one we presented in previous parts is the most efficient one. In this part,
comparisons between these methods will be introduced.

The reduction process now is implemented on a flatten circuit. In the begin-
ning, it was supposed to operate on a hierarchical circuit structure. The compo-
nents are labeled and the instances are instantiated when they are found on the
path.

The advantage of this method is that the data structure will be simple. The
reconstruction function is not needed since the process is working on a hierarchi-
cal structure. On the other hand, the drawback of this method is obvious. It can
be complicated when tracing a path from low hierarchy to high hierarchy, from
example, from WL to input. The information of which hierarchy this instantiated
subcircuit is invoked is needed when tracing a path from low hierarchy to high hi-
erarchy, but it is hard for the tool to distinguish which hierarchy or which instance
the target subcircuit is corresponding to if the subcircuit has been invoked in dif-
ferent hierarchies. To process components in a different hierarchy, the method of
flattened circuit structure comes out.
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Chapter 5
Conclusions

A netlist reduction engine was designed and tested in this project. The verification
focuses on the efficiency of the netlist reduction engine and the functionality of the
reduced circuit. To evaluate the efficiency, netlist reduction was run on different
size circuits. The reduced simulation time and reduced transistor number were
compared in table 4.7. The amount of remaining transistors number is less than
10% of the transistor number in the original circuit, while the simulation time is
decreased to under 10% compared with the simulation time on the original circuit.
Another factor we concerned is the tolerance between the simulation result of an
original circuit and a reduced circuit. The comparison of an SRAM circuit with
peripheral and the comparison of different size SRAM can be seen in table 4.5 and
table 4.8. The tolerance will increase with size increasing.

In conclusion, the netlist reduction engine is able to reduce the simulation time
efficiently by reducing the inactive circuit, and the differnence of simulation results
between the original circuit and the reduced circuit can be very small depending
on the accuracy of the replaced circuit model.
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Chapter 6
Future Work

This project focuses on pre-layout netlist reduction. For future work, a netlist
reduction aiming at post-layout simulation can be implemented. The post-layout
netlist needs one more pre-processing step to recognize the circuit and remove the
parasitic parameters. The RC model of the layout netlist will also be more com-
plex to develop because the wire is not ideal in the post-layout netlist.

For the bitcell detection, a more bitcell type can be detected besides 6-T SRAM
bitcell. For example, 8-T SRAM can be detected based on a similar detecting al-
gorithm. And circuit which has a similar array structure as memory can also be
reduced in an efficient way by detecting a configured pattern.

Additionally, a more accurate RC model for a general circuit can be developed
to reduce more transistors other than keeping all the clusters that connect directly
to active clusters.
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