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Abstract

High data rate is still the most crucial factor in cellular systems, and with 5g ap-
proaching new techniques are studied to achieve higher bit rates. Using MIMO
technology, the spatial domain was exploited through beamforming and mul-
tiplexing multiple users’ data together assured more spectrum efficiency which
resulted in higher bit rates. Reciprocity based beamforming is feasible in TDD
systems due to channel reciprocity assumption between uplink and downlink,
the same is not true for FDD systems, as a consequence of using different fre-
quencies between uplink and downlink. Nonetheless, FDD systems are widely
deployed because of the existing spectrum assignments and earlier technolo-
gies. In addition, FDD systems have advantages such as greater coverage, lower
latency over TDD systems

The thesis objective is to study the feasibility of applying beamforming in
FDD systems. We investigate for appropriate techniques based on uplink chan-
nel measurements and study its performance for various conditions like Doppler
shift, number of users, and also compare those results with beamforming in
TDD. Results are generated by implementing LTE physical layer and a practi-
cal channel model in MATLAB. Mainly three techniques are implemented, all of
these used reciprocity in term of Angle of Arrival between uplink and downlink
for an FDD channel.

The obtained results showed that channel reciprocity based TDD systems
perform much better than channel non reciprocity based FDD system in terms
of number of users which can be beamformed with an acceptable Bit Error Rate
(BER). Also, the used beamforming techniques showed around 50% improve-
ment in overall capacity for one cell, when compared to FDD system with no
beamforming applied.
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1 Introduction

With the evolution of the GSM system throughout the 1980s, telecommunica-
tion services became economically cheaper and thus became available to mass
population. First, telecommunication services were mostly concentrated around
voice and short messages service. Then, with the integration of Internet with
telecommunication services, there is a sudden surge for demand of high data
rate, nonetheless, spectral efficiency has always been the bottle neck for high
data rate. Thanks to Long Term Evolution (LTE), orthogonal frequency di-
vision multiplex (OFDM) technique and multiple antennas systems, high data
services like HD video streaming, live gaming and on-line TV is now available
to mass population to affordable prices. Now, it became a hot topic not only to
connect people but also devices and vehicles with cellular systems. It became
quite clear that desire for high data rates will never end.

Multiple antennas systems have the potential to be the key technique for
achieving high capacity and reliable transmission in wireless communication
systems. High capacity can be achieved by spatial multiplexing, while reliability
can be achieved by diversity transmission [1]. Hence, Multiple antennas systems
(MIMO) is the key technique in LTE, and Massive MIMO will play a crucial
role in 5G [2].

In wireless cellular based systems, interference is one of the major limiting
factors to achieving high capacity, as a possible solution, beamforming can be
used, which is a technique that uses space signal processing in order to adjust
the weights in the antenna array to direct the energy in a certain direction, in
presence of noise and interference. This could provide higher throughput at the
user end and thus, better spectral efficiency [3].

1.1 Background and motivation

Beamforming in Time Division Duplex (TDD) with many antennas is more ap-
pealing than in Frequency Division Duplex (FDD) due to channel reciprocity
assumption between uplink and downlink, assuming uplink and downlink occurs
during the same coherence time. This will result in reasonable overhead, that
is proportional only to the number of terminals served, and not related to Base
Station (BS) antennas [4]. On the other hand, there are wireless communica-
tion systems which use FDD since it is more effective for symmetric traffic and
delay sensitive applications, like online gaming, than TDD based systems. How-
ever, the frequency gap between uplink and downlink in FDD is large enough
to eliminate the channel reciprocity assumption. As a consequence, using a
huge number of BS antennas in FDD systems is somehow inefficient, as this
will require overhead that would drain the whole available capacity [5]. Other
techniques must be studied and tested in order to use beamforming in massive
MIMO for FDD systems.
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1.2 Purpose and aims

The aim of the thesis is to study and implement beamforming for MIMO-FDD
LTE systems. Broadly there are two methods to estimate Channel State In-
formation (CSI), open loop and closed loop. In closed loop, the BS estimates
downlink CSI through feedback sent from the user equipment (UE), while in
open loop, the BS doesn’t receive any feedback from UE, thus, saves extra over-
head for CSI estimation. Although there are some methods which can reduce
the length of pilot signals for CSI estimation, but as the number of transmit-
ting antennas and UEs served by each BS increases, length of the pilot signal
increases exponentially. Therefore, closed loop CSI tends to become impractical
for massive MIMO and high number of UEs.

As already mentioned, we cannot rely neither on channel reciprocity for
FDD nor on feedback from the UE for downlink CSI, so we need to consider
other parameters which remains constant for uplink and downlink, like Angle
of arrival (AOA), channel spatial covariance matrix, delay and mean power of
multiple path components (MPCs) [6].

There are mainly two parameters, AOA and channel covariance matrix,
which are studied in details in the literature. So, the thesis work is broadly
divided into 3 steps:

1. To compare angle of arrival and channel covariance matrix methods for
downlink beamforming.

2. Simulate the above beamforming algorithms in LTE system using MAT-
LAB.

3. Compare results from both methods, and with TDD system.

The purpose is to get an answer to whether it is possible to do open loop
beamforming with partial downlink channel information in FDD with MIMO,
and if yes, how does the performance compare to channel reciprocity based TDD
solution.

1.3 Methodology

This thesis is continuation of work of masters thesis entitled ’Adaptive beam-
forming for Next Generation Cellular System’ by S. Andersson and W. Tidelund
[7]. Their aim was to implement and investigate beamforming for MIMO-TDD
LTE systems. We have used their MATLAB code as a base for LTE simula-
tion and updated it for FDD systems. Also since we need a wireless channel to
model directional based information, so we updated the fading channel imple-
mented by them with WINNER2 channel model. Once the initial setup is set,
we investigated different methods for obtaining downlink CSI from uplink CSI.
As per scope of thesis, we primarily concentrated on open loop, angular based
transformation and channel covariance matrix based transformation methods.
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We have studied and implemented these methods and compared them along
with beamforming for TDD system. Comparison is based on Signal-to-Interference-
plus-noise ratio (SINR), computational power and how they perform in different
environments and with different number of BS antennas.

1.4 Limitation

The thesis focused on one BS with multiple UEs, so inter-cellular interference
was not considered. All UEs are equipped with one antenna and have equal re-
ceived power, plus, multilayer transmission will not be implemented to simplify
the model. All UEs are assumed to have established a connection in advance and
therefore, only data and pilot symbols will be transmitted. The BS will only use
the information in the demodulation reference signals (DM-RS) not the sound-
ing reference signal (SRS) for acquiring the uplink CSI. All our simulations are
based on 3 MHz bandwidth channel as we considered almost a frequency flat
channel.

1.5 Authors contribution

In this thesis work, we have successfully investigated the feasibility of imple-
menting the work done in [4], [12], and [13] in an LTE FDD system using MAT-
LAB simulation. However, the conclusion stated in [12] that the used method
outperforms the AOA based methods does not agree with our simulation re-
sults, this is probably due to the different used channel and therefore different
angular separation. In addition, beamform grouping was also investigated and
successfully implemented, that is to separate different users in different groups
to improve the SINR results. Also, we further investigated the SINR perfor-
mance in terms of angular separation between users for [4] and the correlation
between covariance matrices of users for [13].
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2 Technical background

There has been a great amount of research going on for Multi User MIMO (Mu-
MIMO). In [3], an overview and potential of massive MIMO is given. While
[8] gives the limitation of acquiring full downlink CSI using feedback, but wide
area of research has been done in acquiring downlink CSI using uplink CSI.
Work done in [9], [10] shows that for wireless communication with different
carrier frequencies for uplink and downlink, the angle of arrival (AOA) is a
constant parameter. In [11], [4] they try to directly calculate angle of arrival
(AOA) for each user to estimate downlink CSI. While in [12], [13] they try to
estimate downlink covariance matrix based on uplink covariance matrix under
assumption of same Angular Power Spectrum (APS) in uplink and downlink.

In this section, some basic concepts of the 4th generation of mobile communi-
cations system, also known as the LTE, will be explained. Only the fundamental
parts and the specifications that are used in this thesis will be discussed, as LTE
is a very complex and vast system. Details about LTE can be found in [14].

To start, the definition of uplink and downlink must be stated, the first, is
used for the communication link from the UE to the BS, while the latter is the
opposite, from the BS to the UE.

2.1 OFDMA and SC-OFDMA

Modulation and multiple access techniques have always been essential blocks
in any wireless communication system for achieving a better data rate and
supporting multiple users, and the orthogonal frequency division multiplexing
access (OFDMA) is the cornerstone for LTE. It basically divides the frequency-
selective wide bandwidth, into non frequency-selective narrow bands, which
are combined together in an overlapping but orthogonal fashion using IFFT
as shown in figure 1, this will obviate the use of guard bands, which yields to
higher spectrum efficiency [15].

In addition, Inter-Symbol-Interference (ISI) is greatly reduced in OFDM,
this can be seen as one high rate symbol stream being converted into multiple
parallel orthogonal low rate streams, each with symbol period longer than the
channel delay spread, which reduces ISI significantly.

Another crucial factor in the strong ability for OFDM to reduce ISI is the
Cyclic Prefix (CP). As shown in figure 2, in a typical OFDM transmitter, the
cyclic prefix is some kind of guard period added to the start of each OFDM
symbol to eliminate the ISI caused by multipath propagation. So, the prefix is
just the copy of the last m output of the IFFT at the beginning, m is chosen such
that the CP length is longer than the longest channel delay. LTE defines two
types of cyclic prefix, normal and extended. Normal CP will be used throughout
the thesis work and will be referred to as cyclic prefix only.

It is worth mentioning that, in an OFDM system, each sub-carrier (SC) can
hold different modulation schemes, as a consequence of frequency-selective chan-
nel, different sub-carriers can experience different transfer functions, therefore,
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Frequency

(a) multicarrier modulation

Frequency

(b) OFDM

Figure 1: Spectral efficiency comparison between multicarrier modulation (a)
and OFDM (b).

different modulation schemes could be used within each sub-carrier [15]. How-
ever, in this thesis work, the same modulation scheme is used in all sub-carriers.

2.2 LTE resource grid

The sub-carrier spacing for the OFDM in the LTE is ∆f = 15kHz for both
uplink and downlink. Therefore, the LTE system based on FFT transmitter
and receiver will have a sampling rate of fs = ∆f ×NFFT where NFFT is the
FFT size.

Meanwhile, in the time domain, the transmission is divided into frames, each
with a length of 10 ms which is further divided into 10 subframes each with a 1
ms duration. The subframe is composed of two slots each with a length of 0.5
ms. Each slot contains 7 OFDM symbols including the cyclic prefix. Figure 3
represents a better understanding of the description above.

Now, the combination of one sub-carrier and one OFDM symbol is the small-
est physical resource in the LTE system, and it is called resource element. while,
the resource blocks (RBs) are a group of resource elements, where each block
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Cyclic
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Figure 2: OFDM transmitter, inspired from [15].

contains 12 consecutive sub-carriers in the frequency domain and 1 slot in the
time domain. Thus, every resource block contains 7 × 12 = 84 resource ele-
ments. Figure 4 shows the composition of one resource block. The total num-
ber of resource blocks available in the LTE systems depends on the number of
sub-carriers, and obviously, this is related to the bandwidth used in the system.
However, not all bandwidth is used for transmission, there are guards that are
left in the upper and lower edges of the bandwidth [16], table 1 gives an example
of resource blocks and bandwidth configuration [17].

One drawback for OFDM is that the power of its signal is subject to high
variations and that yields to high power consumption. Therefore, the Single
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#0 #1 #2 #3 #4 #5 #6 #7 #8 #9

Tframe = 10ms
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One frame
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Figure 3: LTE time domain structure, inspired from [17].
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Figure 4: LTE Resource grid structure.
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carrier frequency division multiple access (SC-FDMA) is used instead of the
OFDMA, in the UE side where expensive power amplifier that is close to linear
could not be used. The SC-FDMA mixes the symbols together before being
placed on the subcarriers, unlike the OFDMA where direct symbol to subcarriers
mapping is done, and the mixing between symbols that is used is another FFT
[16].

Total BW (MHz) Number of RBs Number of SC Occupied BW (MHz)
1.4 6 72 1.08
3 15 180 2.7
5 25 300 4.5
10 50 600 9
20 100 1200 18

Table 1: Resource blocks and BW example configurations.

2.3 Data transmission in LTE

This section describes the transmission procedure for both uplink and downlink
in LTE system. In this thesis work, the UEs and the BS are considered to
have already established a connection, synchronization and power control. It
should be stated that in the LTE specification, there are transmission modes
that correspond to different multi antenna transmission schemes, in this work,
transmission mode 7 will be used and that is, non-codebook-based precoding
supporting single-layer transmission [17].

In order for the data to be transported across the links, there are multiple
channels that separate different types of data, we will only consider the down-
link and uplink physical shared channels denoted as (DL-SCH) and (UL-SCH)
respectively, they are the data-bearing channels in the LTE [15]. Data units that
are transmitted on the mentioned channels are called Transport Blocks (TBs)
during a time called Transmission Time Interval (TTI), which corresponds to
one subframe. Depending on the multiple antennas transmission scheme used, a
maximum of two TBs could be transmitted within a TTI. The data transmission
is described as the steps below:

1. The transmission process starts with bit level processing like cyclic redun-
dancy check (CRC), segmentation, coding, rate matching and scrambling
shown as one block in figure 6 named bit level processing, details about
mentioned processing can be found in [17].

2. Modulation is performed, where bits are transformed into complex sym-
bols depending on the modulation scheme used. In this thesis, 3 types of
schemes were used, QPSK, 16 QAM, 64 QAM shown in figure 5. Higher
modulation corresponds to more bits in one symbol which yields higher
bit rates. However, the BER will also increase, because of signal constella-
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tions become closer to each other which results that the receiver will have
higher probability in making an erroneous decision [18].
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(b) 16QAM
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Scatter plot

(c) 64QAM

Figure 5: Constellation diagram for the modulation schemes used.

3. Resource Block mapping is performed, that is to take the symbols and
assign a corresponding resource element in the available LTE resource
grid, distributing the resources among the users (scheduling), is usually
done at a higher layer. In this thesis, scheduling will only be considered
as a fair distribution of resource blocks among users, in the case where the
remainder of number of available resource block and users is not zero, the
remaining resource blocks will be allocated to the last user. This is the
case in uplink. While, in downlink, all users will share the same resources.

4. Precoding is performed, also known as digital beamforming, which is the
topic of this thesis. Precoding is basically multiplying symbols that will
be transmitted by some weights, that is calculated in a fashion to fulfill a
certain requirement, more details will be discussed in section 4.

5. Precoding result is mapped to the physical antennas. Thus, every antenna
will have its own weighted resource grid. In this thesis work, the beam-
forming is applied only in downlink side, so Precoding in uplink is not
performed.

6. OFDMA and SC-FDMA modulation take place for downlink and uplink
respectively, where the resource grids are transformed into waveforms as
mentioned in section 2.1.
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7. Waveforms are being upconverted to the carrier frequency to end the trans-
mission process.

Bit level
processingTransport

blocks

Symbol
modulation 

Resource
block mapping 

Precoding Antenna
mapping 

OFDMA  
SC-FDMA 

Frequency
upconversion

Figure 6: Data transmission block diagram.

2.4 Data reception in LTE

After the transmitted signal passes through the wireless channel, which will be
discussed later, the received signal follows some kind of reverse order for what
it has encountered in the transmission process, as shown in figure 7.

1. The received wave is down-converted to baseband.

2. OFDMA, SC-FDMA demodulation is performed for downlink and uplink
respectively.

3. Due to the channel effect, the transmitted signal is distorted because of
fading, pathloss and other factors that will be discussed in section 3. How-
ever, the receiver should estimate the channel to compensate for the chan-
nel effect and retrieve the information, this is done with the help of the
pilot signals, which are placed in specific locations in the resource grid in
a way that ensures no interference between the pilot signals. Next, using
their known locations and values the channel impulse response will be es-
timated using the least squares as described in [19]. Then, the estimates
are averaged to reduce the noise effect, and then interpolation is done to
estimate the entire channel response for the resource grid.

4. Using the estimated channel obtained by the receiver, the channel effect
is compensated using what is called channel equalization, to obtain the
transmitted signal without channel distortion. Two of the most know
methods of channel equalization are zero forcing (ZF) and minimum mean
squared error (MMSE), the first suffers from noise enhancement, while the
second is a trade-off between ISI suppression and noise enhancement [20].

5. The reception process ends with symbol demodulation to retrieve the orig-
inal transmitted bits.

frequency  
downconversion Rx wave

OFDMA 
SC-FDMA 

Demod 

Channel 
estimation 

Channel
equalization 

Symbol
Demodulation 

Figure 7: Data Reception block diagram.
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2.5 Reference signals

Reference signals are symbols that reserve specific locations in the resource grid,
to serve a certain purpose. There are multiple reference signals, however, in this
work only DM-RS will be discussed.

DM-RS are used for channel estimation either by a single terminal in the
downlink, when it is transmitted in the resource blocks assigned to that terminal
in order for the UE to be able to estimate the channel for receiving DL-SCH, or
by a base station in the uplink, also for channel estimation to perform demodu-
lation of UL-SCH. The interference between two consecutive reference symbols
is handled by using orthogonal cover codes [17].

2.6 MIMO systems

MIMO systems, refers to systems that uses multiple antennas at the transmitter
and the receiver side, the use of multi antennas will activate the ability to
use many signal processing techniques which lead to performance improvement.
The improvement can be divided in two categories, spatial diversity and spatial
multiplexing, the first refers to the case where multipath scattering is being
combated, while the later exploit the multipath scattering [21].

2.6.1 Single-user (SU) multi-user (MU) MIMO

In MIMO technology, two terms must be differentiated, Single-user and Multi-
user MIMO. The first can be used for conventional MIMO case, where we have
one BS and one UE as shown in figure 8a, While the later is used to describe the
scenario with several cellular users, and the base station performs some kind of
processing, so that it can transmit using same the bandwidth and time resources,
while users can differentiate their streams from each other, as depicted in figure
8b. [21]. Therefore the terminal antennas in the SU-MIMO can cooperate

BS
UE

(a) SU-MIMO

BS

UE

UE

UE

(b) MU-MIMO

Figure 8: Comparison between SU-MIMO and MU-MIMO.

together, that is, the user can estimate the channel response over all its antennas,
consequently, any type of precoding (will be discussed later) performed by the
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base station that relies on the whole channel estimation, can be decoded by the
UE. However the opposite is not true, as in the MU-MIMO only the BS can
estimate the channel of all users, while at the receiver end, individual users can
only estimate the channel experienced by their received streams and not other
users channel.

In addition, the SU-MIMO has more diversity assuming that the total num-
ber of received antennas is fixed, since all the links between the base station
and the received antennas corresponds to the same user, meanwhile the links
in MU-MIMO belongs to multiple users. Nonetheless, the main advantage of
MU-MIMO is spectral efficiency, since the same frequency channel is used for
multiple users, and with the increased demand for spectrum in the interference
limited systems, spectral efficiency is a crucial criteria for evaluating communi-
cation systems [1].
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3 Wireless channel models

3.1 Introduction

Wireless systems performance highly depends on the wireless channel. As any
transmitted signal will encounter many physical phenomena depending on the
environment where the transmission process happens, which affect the ampli-
tude and the phase of the transmitted signal. Therefore, to study and simulate
wireless systems, propagation channel models are needed. Channel models are
the mathematical description of different wireless propagation phenomena [6].
However, channel modelling is a very huge domain in wireless communications.
So, in this section, only topics that are related to this thesis scope will be dis-
cussed.

3.2 Different channel models

A common assumption for MIMO channels is that channel matrix consist of
independently and identically distributed complex Gaussian gains. But this
assumption mostly leads to better results in terms of capacity. However, in
practice and due to correlation between transmitting and receiving antennas’
elements and LOS components, the validity of uncorrelated channel no more
holds.

One widely used channel model called the Kronecker model assumes that
spatial correlation between transmitting and receiving antennas are separable
[22]. However, in reality spatial correlation matrix of transmitter and receiver
are not completely independent [23]. The Weichselberger model attempts to
overcome the Kronecker model assumption by introducing coupling between
the links. But, both above mentioned models are analytical based model and
doesn’t completely reflect the geometrical properties of the channel. Another
drawback is that they don’t capture time varying properties of the channel [24].

Another widely used channel models fall under class of geometry based
stochastic channel models (GSCM) [25]. In this approach the location of inter-
mediate objects (IOs) are defined according to the probability density function
(PDF) of their position, then, components of MPCs can be obtained by ray
tracing on these IO. MPCs which falls under same IO constitute a cluster. In
general, GMSC based model have the following advantages [26]:

1. Time varying property of channel can be captured by the movement of
cluster.

2. The position of IO reflects the directional property of the channel.

3. Influence of antenna can be decoupled from channel model, thus different
antenna types can be used for same channel.

Some of widely accepted GSCM falls under family of COST (COST 259 [27]
[28], 273 [29] and 2100 [30]), WINNER [31] and 3GPP Spatial Channel Model
(SCM) [32].
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In this thesis work, we choose WINNER2 channel model for simulation pur-
poses. This is mainly because of the above mentioned advantages of GMSC and
also open source code is available by WINNER group for simulating WINNER2
channel in MATLAB. However, WINNER2 channel model doesn’t consider the
effect of diffuse scattering. Also, WINNER2 model is a drop based model as a
consequence, it is not possible to perform changing channel conditions simula-
tions, where inaccuracies caused by movement of UE is not included.

3.3 WINNER2 channel

WINNER+ (Wireless World Initiative New Radio+) is a consortium of 29 part-
ners to develop, optimize and evaluate International Mobile Telecommunications
(IMT), one of their project was WINNER2 channel model, used for link and
system level simulations of local, metropolitan and wide area wireless commu-
nications scenarios [31].

WINNER2 channel model supports any wireless system working in 2-6 GHz
frequency range with up to 100 MHz bandwidth. In addition, it supports 17 dif-
ferent propagation scenarios and multiple antennas technologies. As mentioned
earlier, the WINNER2 model was mainly chosen due to the fact that, for this
thesis, a geometry-based stochastic channel model is required, creating what is
called the double directional radio channel model.

Basically, the channel generation considers the configuration of Bs, UE an-
tennas and positions, and the chosen scenario. Based on that, the channel
parameters are chosen from statistical distributions derived from extensive cam-
paign measurements done by the WINNER+ team. Then, the final channel re-
alizations are only the sum of different MPCs reflected from numerous scatterers
generated randomly in the simulated environment. Noting that the channel pa-
rameters are constant within each channel snapshot also known as a drop. Plus,
scatterers in the environment that falls into the same region form a cluster, the
number of clusters is relevant to the scenario being simulated, and the rays re-
flected from a certain cluster share the same delay, power, AOA, and Angle of
Departure (AOD) values as shown in figure 9. So, the channel from Transmitter
antenna element s to receiver element u for each cluster n is written as

Hu,s,n(t; τ) =

M∑
m=1

[
Frx,u,V (ϕn,m)
Frx,u,H(ϕn,m)

]> [
αn,m,V V αn,m,V H
αn,m,HV αn,m,HH

] [
Ftx,s,V (φn,m)
Ftx,s,H(φn,m)

]
× exp(j2πλ−10 (ϕ̄n,m · r̄rx,u)) exp(j2πλ−10 (φ̄n,m · r̄tx,s))
× exp(j2πνn,mt)δ(τ − τn,m)),

where Frx,u,V and Frx,u,H are the Rx antenna array u field patterns for the
vertical and horizontal polarizations respectively, αn,m,V V and αn,m,V H are the
gains of vertical to vertical and horizontal to vertical polarizations of ray n,m
respectively. Plus,λ0 is the wavelength of the carrier frequency,φn,m and ϕn,m
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Figure 9: Geometric based channel model representation, source: [31].

are the AOA and AOD unit vectors respectively. While,r̄tx,s and r̄rx,u are the
location vectors of Tx and RX arrays respectively, νn,m is the Doppler frequency
component of ray n,m.

3.3.1 Channel parameters generation

The radio channels parameters are affected mainly by the environment being
simulated (street width, building types etc.). However, in the WINNER2 chan-
nel model, the environment parameters are not being inserted directly in the
model, rather stochastic values for the channel parameters are being taken from
defined distributions, obtained from extensive channel measurements campaign.

This section gives a brief explanation of how channel parameters are created
in the WINNER2 channel model, but first, it must be stated that the geometric
description covers only the AOA of the ray from the last scatterer to the receiver,
and similarly, the AOD from the transmitter to the first scatterer that interacts
with the ray, while the propagation between those two incidents is not defined.
Plus, it is worth mentioning that channel parameters can be divided into two
sets as shown below:

1. Large Scale Parameters:

• Delay spread and distribution.

• AoDs/AOAs spread and distribution.

• Shadow Fading.

• Ricean K-factor.

2. Small Scale Parameters:
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• Angles of Arrival (AOA).

• Angles of Departure (AOD).

• Path Delays and Powers.

• Initial phases of the rays.

The channel parameters could be generated as in the steps below:

1. Assign the propagation scenario and the environment parameters such as,
number of BSs antennas, UEs and their configurations and many more
parameters that will be discussed in the simulation section.

2. Set the propagation (LOS/NLOS) condition, by using defined functions of
distance for each scenario, that sets the probability of having LOS case.

3. Determine the pathloss for each link between the BS and UE, the pathloss
values are calculated from predefined equations obtained from the mea-
surement campaign.

4. Create the large scale parameters mentioned above.

5. Create the path delays τ , which can be considered as random variables
with exponential distribution (except for Urban micro-cell NLOS case,
normal distribution is used), characterized by the delay spread which is
different for each scenario. The delays must be normalized by subtracting
the minimum delay and then sort the normalized delays in a descending
order.

6. Create the cluster powers P , where a single slope exponential power delay
profile is assumed, the power is related to the delay distribution used when
generating the path delays, the shadow fading is included, and it is drawn
from given table, that has different values for each scenario. It should be
noted that the power is normalized so that the sum of all clusters power is
equal to 1. Plus, since each cluster consists of number of rays, the cluster
power is divided by the number of rays that form the cluster, so that, all
rays within a cluster have equal powers.

7. Generate AOAs and AODs, since the Angular Spread (AS) is considered to
be wrapped Gaussian distributed, the AOAs or AODs can be determined
by the inverse Gaussian function that relies on the angular spread, cluster
power and some scaling factor related to total number of clusters, then, the
generated angles are multiplied with a random variable to assign random
signs. In the LOS case the first the cluster is enforced to the LOS direction
obtained from the geometrical settings of the UE and BS.

8. Randomly link of rays within a cluster, after the AOAs and AODs were
generated, the departure ray angles are coupled randomly to the arrival
ray angles in each cluster.

9. Create the cross polarization of the power ratios.
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10. Generate the random initial phases for each ray in each cluster, which are
uniformly distributed between [−π, π].

11. The channel coefficients is generated as per WINNER2 channel model
equation.

3.3.2 Propagation scenarios

The WINNER2 model supports 17 propagation scenarios which cover typical
cases like rural, urban, dense urban, indoor office, large indoor, fast moving
train etc. It doesn’t cover all possible scenarios conditions like mountain or
hilly rural. However, Since rural and urban are the most common propagation
scenarios in mobile communication, we will concentrate on these two scenarios.
However, the MATLAB LTE model supports other scenarios as well. Next, we
will describe briefly these two scenarios.

1. B1 - Urban micro-cell
In Urban micro-cell the BS and UE are placed well below surrounding
buildings. There is a main street where BS and UE have LOS commu-
nication but may be interrupted by traffic in the street. Then, there are
many other streets which are perpendicular to the main street, hence,
they have NLOS communication. The Cell radius is up-to 5 km and UE
velocity can vary from 0 to 70 km/h.

2. D1 - Rural macro-cell
In Rural macro-cell, the BSs are placed well above surrounding buildings
heights. Thus, LOS condition can be assumed in most cases. Cell radius
is up-to 10km and UE velocity can vary from 0 to 200 km/h.

3.3.3 FDD modeling

In general, the WINNER2 channel model code is only designed to create the
downlink channel by default, but, since thesis is based on estimating downlink
the beamforming weights based on the uplink channel measurements for FDD
system. So, there is a need for creating the uplink channel also.

It is observed that large scale parameters show frequency dependence. While,
most of small scale parameters like AOA, AOD, path delays , and path powers
are considered invariant with frequency change [6]. Based on this assumption,
the uplink channel is created as per steps explained below. For full duplex
channel with duplex gap of ∆fc Hz and uplink frequency of ful Hz [31].

1. Generate the downlink channel at carrier frequency ful + ∆fc Hz.

2. Save the small scale parameters.

3. Again generate the downlink channel at carrier frequency ful as follow.

• Using the saved small scale parameters.

• Randomize the initial phase of rays.
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4. The Uplink channel can be created by taking the transpose of the channel
created in step 3.

3.3.4 Path loss model

The most simple path loss model is free space path loss model, which only
depends upon distance and frequency, But it has been observed that path loss
also depends on other parameters, like buildings’ heights, BS, UE heights and
other environment’s factors which are hard to model so, most of the path loss
models are based on the actual channel measurements. In The WINNER2 the
following path loss model is used

PL = A log10(d) +B + C log10

(
fc
5

)
+X, (1)

where d[m] is distance in meter fc carrier frequency in GHz. Parameter A,B,C
and X are environment dependent and are given in [31].

3.3.5 Shadow fading

In addition to the path loss, there is shadow fading effect as well. This effect
occurs when the UE is moving and gets covered by a high rise obstacle like
building or hill for some time. This range of movement can be from few meters
up-to several hundred meters. Many experimental investigations show that
shadow fading can be modeled by log-normal distributed. In the WINNER2
channel model, the standard deviation for each scenario is given and can be
found in [31].

3.3.6 Ricean factor

In LOS case, most of the time there are weak NOLS components along with
dominant LOS component. Many experimental investigations show that distri-
bution of amplitude in such conditions shows Ricean distribution. The ratio of
power between LOS and NLOS component is called Ricean factor Kr. This is
scenario dependent and is given in the WINNER2 model and can be found in
[31].

3.3.7 Coherence time

Characteristics of wireless channel change because of relative motion between
UE and BS, or by movement of intermediate objects in channel, time over which
impulse response of channel remains invariant is known as coherence time. This
is an important parameter, as it determines how often BS need to compute
channel weights for each user. If coherence time is defined as time over which
the time correlation function of channel is greater than 0.5, then coherence time
is given by [33].

Tc ≈
9

16πfd
, (2)
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where fd is maximum Doppler shift. Figure 10 gives the snapshots of frequency
transfer function at center frequency of channel in time domain for 0.1 second.
However, Doppler shift can also be caused by movement of intermediate objects,
but, in WINNER2 model for B1 and D1 scenario Doppler shift is calculated from
AOA(downlink) (φn,m) UE speed (v) and direction of travel of UE (θv)

fd =
‖v‖cos(φn,m − θv)

λ
. (3)
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Figure 10: The effect of Doppler spread on the channel frequency transfer func-
tion at center frequency.

3.3.8 Coherence bandwidth

The wireless channel also varies with frequency of the signal because of MPC.
The Coherence bandwidth can be defined as frequency range over which channel
can be considered flat. The Coherence bandwidth can directly determine the
frequency range over which same channel weights can be used. If the coherence
bandwidth is defined as frequency over which frequency correlation function of
channel is greater than 0.5, then, the coherence bandwidth is given by [33]

Bc =
1

5Sτ
, (4)

where Sτ is RMS delay spread. In the WINNER2, the number of MPCs for each
scenario is given and can be found in [31]. Corresponding delays and cluster
powers are drawn randomly as per distribution.

3.4 Noise

For a reliable communication, signal power should be greater than interference
plus noise power. While interference can be controlled by using different du-
plexing (time, frequency and space) techniques, noise power in most cases is
unavoidable. Broadly there are three types of noise which can occur in commu-
nication systems [6]:

19



1. Thermal noise.

2. Man-made noise.

3. Receiver noise.

In this thesis, only thermal noise which is flat over a given bandwidth (B) will
be considered and the thermal noise power is given by [6].

N = KBTeB, (5)

where KB is Boltzmann’s constant and Te is the equivalent temperature in
Kelvin. In this thesis we choose Te = 300K.

3.5 Uplink and downlink channel representation

In a wireless channel, a transmitted signal is reflected by multiple objects such
as buildings, stationary or moving vehicles before the receiver senses the trans-
mitted signal. This give rise to multiple copies of transmitted signal which are
commonly known as MPCs. In spatial domain, each path can be characterized
by AOA, path gain, phase and delay. For uplink, received signal at the BS can
be written as

x(t) =

N∑
k=1

Lk∑
l=1

h
(l)
u,k(t)su,k(t− τ (l)u,k) + n(t), (6)

where:

su,k(t) is the signal transmitted from the UE k.

h
(l)
u,k is an M × 1 vector of the lth path channel response of the UE k.

τ
(l)
u,k is the lth time delay of the UE k.

Lk is the number of resolvable delay path for the UE k.

n(t) is an M × 1 noise vector.

x(t) is an M × 1 received signal vector at the BS,

here subscript u represents uplink.
For downlink each user will have its own received signal and is given by

rk(t) =

N∑
j=1

Lk∑
l=1

wH
j h

(l)
d,k(t)sd,j(t− τ (l)d,k) + nk(t), (7)

where:

rk(t) is the received signal by the UE k.
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w
(H)
j is a 1×M downlink beamforming weight for j.

sd,k(t) is the signal transmitted to the UE k.

h
(l)
d,k is an M × 1 vector for the lth path channel response of the UE k.

τ
(l)
d,k is the lth time delay for the UE k.

Lk is the number of resolvable delay paths for the UE k.

nk(t) is an AWGN noise vector at the UE k.

N is the total number of users which are beamformed.

To construct the uplink channel response for user k, consider the lth MPC having
an AOA θk,l. The uplink array response vector for the kth user, au,k,l(θk,l) for
the signal arriving from the lth path is given by

au,k,l(θk,l) =
[
1, ej2π sin(θk,l)/λu , · · · , ej2(m−1)π sin(θk,l)/λu

]
, (8)

while the uplink channel response for the kth user is given by

hu,k(t, τ) =

Lk∑
l=1

f(θl)αu,k,l(t)au,k,l(θk,l)δ(t− τk,l(t)), (9)

where f(θ) is the transmit and receive gain patterns of BS antennas. Suppose
the cell is divided into S sectors, then, for a given sector f(θ) is zero outside
that sector ie.:

f2(θ) 6= 0,−π/S ≤ θ ≤ π/S,
f2(θ) = 0 otherwise.

(10)

Note αu,k,l(t) = Ku,k,lα̃u,k,l, Where Ku,k,l is the combined uplink shadow fading
and the path loss parameters for user k path l, and α̃u,k,l accounts for the uplink
fast fading.

For FDD systems, AOA and AOD are the same, since they are invariant
for change in frequency, while other parameters change with frequency. So,
downlink channel response can be written as

hd,k(t, τ) =

Lk∑
l=1

f(θl)αd,k,l(t)ad,k,l(θk,l)δ(t− τk,l(t)), (11)

where ad,k,l(θk,l) is the downlink array response vector for the kth user for the
signal arriving from the lth path and is given by

ad,k,l(θk,l) =
[
1, ej2π sin(θk,l)/λd , · · · , ej2(m−1)π sin(θk,l)/λd

]
, (12)

note αd,k,l(t) = Kd,k,lα̃d,k,l, where Kd,k,l is the combined downlink shadow
fading and the path loss parameters for user k path l and α̃d,k,l accounts for the
downlink fast fading.
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When we analyze the parameters in equation 9 and 11, we can see that
for an FDD system, they differ in terms of shadow fading, path loss, fast fad-
ing and array response. While shadow fading, path loss and array response
are deterministic, fast fading is completely random hence indeterministic. The
uplink covariance channel matrix (UCCM) and downlink covariance channel
matrix (DCCM) can be calculated by taking the expected value of the uplink
and downlink channel response for long enough time, so the fast fading is av-
eraged out but shorter than the coherence time of the channel. Thus, UCCM
and DCCM for theKth user can be expressed as

Ru,k =

Lk∑
l=1

f2(θl)E
[
α2
u,k,l

]
au,k,l(θk,l)a

H
u,k,l(θk,l), (13)

Rd,k =

Lk∑
l=1

f2(θl)E
[
α2
d,k,l

]
ad,k,l(θk,l)a

H
d,k,l(θk,l). (14)
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4 Beamforming

4.1 Introduction

Beamforming is a signal processing technique used in MIMO systems, where
the transmitter and the receiver utilize the channel information to focus energy
in a particular direction, in order to maximize the received signal energy, and
introduce minimum interference between different users.

In mobile networks, broadly there are two types of beamforming techniques,
mainly transmitter side and receiver side beamforming can be implemented.
The receiver side beamforming can only affect the signal quality of one user,
this happens when the receiver with multiple antennas adjusts the weights for
the receiving antennas to maximize the received power, meanwhile the transmit-
ter side beamforming is more complex because the signal from the transmitter
is received not only by the desired user but also by other users. Another ma-
jor difference between transmitter and receiver side beamforming is that, in
receiver side beamforming, the receiver can estimate the channel either from
training data or by a blind method, while in transmitter side beamforming, the
transmitter has to rely on channel reciprocity or feedback from the receiver for
channel estimation. As per the scope of the thesis, from now on in the report,
beamforming will refer to as transmitter side beamforming.

As mentioned in section 2.6.1, MU-MIMO can increase spectral efficiency.
However, since transmitting in the downlink for multiple users using the same
frequency bandwidth yields high interference, and almost total error in the
received messages, MU-MIMO is applicable only due to some kind of processing
done from the base station side, the transmitted signal from the BS can be
represented as

z = W
√

Pds, (15)

where W is the precoding matrix (Beam weights), which maps the symbols to
the M transmitting antennas, Pd contains the power allocation for the differ-
ent K users, with Pi, i = 1, 2 · · · ,K on its diagonal, and s is the transmitted
symbols for the K users, where each entry has unit energy. Nonetheless, the
precoding matrix must be normalized in power so it will not add any power. In
mathematical notation we can say,

E ‖z‖2 = 1⇒ Tr
{

PWHW
}

= 1,

meanwhile, the received vector by the K users will be

y =
√

PdHWs + n, (16)

where H is the channel matrix and n is the white noise vector with complex
Guassian elements that has zero mean and variance σ2

n. So, W will be chosen
to fulfill certain objective, in this section we will only describe the beamforming
methods used in our thesis work.
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4.2 Beamforming techniques

As mentioned earlier, the precoding matrix is chosen in such a way that satisfies
a certain requirement. In most of the literature, three objective functions arise
when calculating the beamforming weights, and those will be discussed in this
section.

4.2.1 Matched filtering (MF)

Also known as Maximum Ratio Transmission (MRT), it is a simple linear pre-
coding technique, which objective is to maximize SNR for each user. So, the
problem we have is,

WMF = argmax
W

E ‖PdHz‖2

σ2
n

s.t Tr
{

PWHW
}

= 1,

the solution as shown in [34] is given by

WMF = HH ,

therefore, the received signal by user k will be

yk =
√

Pdhd,kh
H
d,ksk +

√
Pd

K∑
j=1
j 6=k

hd,kh
H
d,jsj + nk, (17)

where hk is the channel response vector between BS antennas and the user k.
It is clear that MRT do not take into consideration the interference effect

of other users, even though it is a simple process of matrix hermitian, it is not
very suitable for multiple users and high SNR scenarios.

4.2.2 Zero forcing (ZF)

Another linear technique, has more robust performance in terms of providing
better user separation over the MRT, as it takes into consideration the in-
terference effect from other users, when calculating the beam weights W, the
optimization problem is given by

WZF = argmin
W

E
{
‖W
√

Px‖2
}
s.t hkwj = 0 for j 6= k.

In other words, minimize transmitted power and choose W to cancel the channel
effect of each user, as a result, each user will be able to separate its own stream
without interference from others. The solution as shown in [35] is the pseudo
inverse of the channel matrix given by

WZF = H† = HH(HHH)−1,
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and the the received signal by the user k is

yk =
√

Pdsk + H†n. (18)

However, it must be noted that the ZF precoding is only possible when MT >
KMR, that is, to obtain an inverse of the channel H, the number of transmitting
antennas must be bigger than the number of users multiplied with the number
of antennas per user terminal.

4.2.3 Regularized zero forcing (RZF)

One problem encountered when using ZF precoding is due to the channel inverse
when the channel is not full rank. This results in high condition number which
represents the ratio between the highest eigenvalue to the smallest one, another
known term is almost singular matrix. This problem is reflected in the mini-
mization problem in 4.2.2, when the objective is to minimize the transmitted
power, however, due to the ill conditioned channel matrix, the term (HHH)−1

will be large, to compensate that, the power assigned to the users must be
decreased which results in degradation in the performance of the ZF.

To solve this problem, the RZF can be used, which is a linear precoding,
and it is a trade-off between the high power of the MRT and the interference
cancellation of the ZF, it basically takes into consideration the noise and tries to
minimize the difference between the transmitted signal and the received ones,
that is why it is also referred to as MMSE, the solution as sown in [26] is given
by

WRZF = HH(HHH + αI)−1,

where α =
Kσ2

n

Pd
is a regularization parameter, it is clear that in the case that

α = 0, corresponding to high SNR, RZF will converge to ZF, meanwhile for
α =∞, corresponding to low SNR, RZF converges to MRT [26].

4.3 Beamforming in LTE

Generally, depending upon the coherence time and the bandwidth, the same
beamforming weights (W) are used for multiple resource elements. However,
in this thesis, beamforming weights are calculated for each subframe, each sub-
frame further have 14 OFDM symbols. The received signal by the K users from
the M BS antennas can be expressed as

y(s) = Hd(s)Ws(s) + n,

where s here represents the index number in the resource grid. For example,
in a 20 MHz BW channel we have 1200 subcarriers in each OFDM symbol, so,
in total we have 16800 (1200× 14) indices, the idea is to find the beamforming
weights W for each subframe at a time, and then weight symbols for all users
s(s) to all BS antennas A(s) using

A(s) = Ws(s),
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a1(s)
a2(s)

...
aM (s)

 =


w1,1 · · · w1,K

w2,1 · · · w2,K

...
. . .

...
wM,1 · · · wM,K



s1(s)
s2(s)

...
sK(s)

 ,
the weighted signal received by all UEs transmitted by the BS antennas over
the channel is given by

y(s) = Hd(s)a(s) + n,


u1(s)
u2(s)

...
uK(s)

 =


h1,1(s) · · · h1,M (s)
h2,1(s) · · · h2,M (s)

...
. . .

...
hK,1(s) · · · hM,M (s)



a1(s)
a2(s)

...
aM (s)

 .

4.4 Beamforming in time division duplex systems

In TDD systems, the uplink is separated from the downlink by allocating dif-
ferent time slots in the same frequency band, this results in the same spatial
signature of the channel in both uplink and downlink, thus, the BS can estimate
the downlink channel by reciprocating the measured uplink channel, provided
that the time difference between the uplink and the downlink is less than the
coherence time of the channel, as shown in figure 11. If the duplexing time is
greater than the coherence time, then still, the downlink channel can be esti-
mated by averaging out the fast fading, this can be achieved by averaging the
instantaneous uplink measured channel for a long enough time that the fast
fading is averaged out, but shorter enough that the shadow fading and the main
AOA remains the same, as shown in figure 12 [36].

Instantaneous UL
channel (Hup) 

Instantaneous DL channel
(HDL)

=Hdl H
⊤
up

Figure 11: TDD for short duplex time.

4.5 Beamforming in frequency division duplex systems

In FDD systems, the uplink is separated from the downlink by different fre-
quency band, but during the same time interval. This results in different spatial
signature of the channel in uplink and downlink if the duplexing bandwidth is
larger than the coherence bandwidth of the channel, so, to estimate the down-
link channel from the uplink channel measurements, we need to first average out
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Instantaneous UL
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Uplink covariance matrix
Rup

E[ ]HupH
⊤
up

RDL=RUP
Downlink covariance

matrix RDL

Figure 12: TDD for long duplex time.

Instantaneous UL
channel (Hup) 

Uplink covariance matrix
Rup

E[ ]HupH
⊤
up RDL->RUP

Downlink covariance
matrix RDL

Figure 13: FDD for long duplex time.

small scale fading, and then apply some frequency transformation techniques as
explained in figure 13. This is known as open loop beamforming.

There are other methods in which user estimates the downlink channel and
feeds it back to the BS, this is known as closed loop beamforming, it is more
accurate than open loop beamforming, but it suffers from high feedback over-
head, for example, if the BS with M antennas serves K single antenna users,
then, total feedback overhead will be M + K symbols, as explained in [8], for
M = 100 and K = 25 FDD operation cannot be supported even by spending
50% of the uplink resources. Various research groups have proposed methods to
reduce pilot overheads for FDD systems, but as per thesis scope, they will not
be described further, and only open loop methods will be discussed. Researchers
have proposed different methods for open loop beamforming, some of them are
explained in details below.

4.5.1 Matched array

This is a hardware based approach in which the position of antennas array is
designed in such a way that it minimizes the difference between the transmit
and the received response [37], this can be done by placing two separate closely
located arrays with each having similar response, or design a single array which
minimizes the difference between responses.

4.5.2 Directional based transformation

Directional based transformation is based on the idea that the AOA and the
AOD are invariant of frequency transformation, thus remains conserved [9] [10].
Here, the BS applies downlink beamforming in the direction of uplink dominant
AOA [4]. The idea can be further extended to 2-D array where the BS estimates
both azimuthal and vertical AOAs [38] [39].
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Subspace based algorithms like multiple signal classification (MUSIC) is
among popular AOA estimation algorithm because of its relatively high res-
olution [40]. However, it has been observed that in a dense urban environment,
the measured angular spread can be between 3◦ to 20◦ [6], under such condi-
tions, the robustness of AOA based techniques highly degrades.

4.5.2.1 1-D Angle-of-Arrival based beamforming
The AOA based beamforming used in this thesis is based on the work proposed

in [4]. The idea is to estimate downlink channel based on the dominant AOA
for each user, and then use ZF, RZF, and MRT for calculating beamforming
weights. For BS antennas with uniform gain pattern within its sector, from
equation 9, the time varying 2-D uplink channel impulse response for the kth

user is given by

hu,k(t, τ) =

Lk∑
l=1

αu,k,l(t)au,k,l(θk,l)δ(t− τk,l(t)). (19)

Since the uplink channel impulse response contains AOA information, the AOA
of each MPC can be estimated. The algorithm which is used to estimate AOA
in this thesis is MUSIC [40].

Only one MPC with the highest power is selected for each user, this is
done by selecting the AOA with the highest power. After that, the downlink
channel response is estimated by using only this information while ignoring other
parameters, and this is given by

Hd =
[
a(θ1,dom),a(θ2,dom), · · · ,a(θN,dom)

]
,H (20)

whereN is the number of users to be beamformed. So, the weights are calculated
using ZF, RZF, and MRT as described in section 4.2.

4.5.3 Covariance matrix transformation

As explained in section 4.4, the uplink covariance matrix can be estimated by
averaging the instantaneous uplink channel matrix, after that, some frequency
transformation techniques can be applied to obtain downlink covariance matrix,
some suggestions are to use Capon method or Frequency Calibration algorithm
(FC) which will be discussed in details next.

4.5.3.1 Capon beamformer
This method relies on covariance matrix transformation and it was proposed in
[12], as mentioned in section 3.5, the uplink received signal at the BS and the
UCCM are given by, (restated here for convenience)

x(t) =

N∑
k=1

Lk∑
l=1

h
(l)
u,k(t)su,k(t− τ (l)u,k) + n(t),
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Ru,k =

Lk∑
l=1

f2(θl)E
[
α2
u,k,l

]
au,k,l(θk,l)a

H
u,k,l(θk,l),

while the spatial covariance matrix for interference plus noise is written as

Qu,k =
∑
i 6=k

Ri + σ2
NI, (21)

where σ2
N denotes the noise variance and I is the identity matrix. Using this

information, the beamforming weights can be calculated as a solution for the
optimization problem called Optimum Combining [41], which maximizes the
SINR for each user and it is given by

Wk = argmax
W

SINRk = argmax
W

WHRkW

WHQkW
. (22)

However, since in FDD, the channel reciprocity assumption is violated, using the
weights that were calculated from the uplink data is not valid, due to the uncor-
related fading and the frequency dependent array vector between the uplink and
the downlink as mentioned earlier, and this where the spatial covariance matrix
transformation (SCMT) is applied, figure 14 shows the steps this method goes
through to obtain the DCCM and corresponding steps are described in detail
below.

RUplink Averaging
Estimation

APS

Modification

APS Construct
SCM 

RDownlink

R¯Uplink APS APSmod

Figure 14: Capon spatial covariance transformation steps, source [12].

1. Averaging for UCCM is performed, to reduce the effect of the uncorrelated
fading between the uplink and the downlink.

2. Estimate the APS for each user by using the minimum variance distortion
less response filter, known as Capon beamformer [42]. The estimated APS
for the user k is given by

P̂k(θ) =
1

aHu (θ)R−1u,kau(θ).
(23)

3. In order to reduce interference, APS is modified by weighting the user APS
with a rectangular window centered at θk,dom, which is the APS dominant
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peak for user k, this will be used for calculating Rd,k. Meanwhile, the
APS of the interference is assumed to be the rest of the APS that was
not weighted in the rectangular window. The APS modification steps are
given by

Pk,mod(θ) = Pk(θ)rect[θk,dom − ξ, θk,dom + ξ], (24)

Pk,int(θ) = Pk(θ)(1− rect[θk,dom − ξ, θk,dom + ξ]), (25)

where 2ξ denotes the reshaping rectangular window width, in this thesis
work, the window width was chosen where the peak power of the user APS
drops 3 dB, figure 15 better explains the concept above, it shows how the
window (dotted black) is taken around the peak of the APS for a certain
user, and what is inside the window will be used for covariance matrix
calculation. The remaining part will be used for what is assumed to be
interference. It is worth mentioning that this method set nulls not only
where there is interference from other users, but rather everywhere except
for the user’s peak window.
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Figure 15: APS Modification by the weighting window (dotted black), red part
will be used to calculate covariance matrix, the rest is assumed to be interference.

4. Now, the DCCM can be written as

Rd,k =

∫
θ

Pk,mod(θ)ad(θ)a
H
d (θ)dθ, (26)
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likewise, the spatial covariance matrix for what is assumed as interference
is constructed as

Qd,k =

∫
θ

Pk,int(θ)ad(θ)a
H
d (θ)dθ. (27)

Finally, the weights can be calculated as stated in equation 22. However, the
generalized eigenvector of Rd,kQd,k that is used in [12], has not shown robust
performance in terms of SINR, and there are lot papers that deal with finding
a robust solution for equation 22. Nonetheless, we obtained better results when
using the minimum variance beamformer (MVB) as shown in [42] as the optimal
solution is given by

Wk =
R−1y,kau

aHu (θ)R−1y,kau(θ)
, (28)

where Ry,k = Rd,k + Qd,k, which corresponds to the estimated covariance of
the received signal by the user.

In conclusion, the array vector could be different from the actual value,
mainly because of inaccurate estimation of the angle of arrival, this will lead
to erroneous beamforming weights calculation [43]. Therefore, this method also
depends on the angle of arrival even though, it relies on SCMT method.

4.5.3.2 FC algorithm
FC Algorithm does not calculate the AOA directly, however, it relies on the

AOA reciprocity. It is based on calculating DCCM through UCCM using fre-
quency calibration (FC) matrix, FC algorithm was proposed in [13]. It is as-
sumed that the rays from the same MPC have uniform distribution in interval
[φ−4/2, φ+4/2], where φ is the nominal AOA and 4 is the angular spread,
assuming the path loss and the shadow fading are invariant in the uplink and
the downlink, we obtain E

[
α2
u,i

]
= E

[
α2
u,i

]
=| αi |2. Thus, from equation 13

and 14 the UCCM and the DCCM corresponding to user k can be written as

Ru =

P∑
i=1

f2(θi)α
2
i au(θi)a

H
u (θi), (29)

Rd =

P∑
i=1

f2(θi)α
2
i ad(θi)a

H
d (θi). (30)

When comparing the above two equations, we observe that they only differ in
the steering vector term. Now we briefly summarize the algorithm 1 proposed
in [13], which was used in this thesis to estimate the DCCM from the UCCM

1. Each cell is divided into three sectors, thus, each sector covers 120◦
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2. Compute Ql
u and Ql

d for l = −L,−L+ 1, · · · , L using

Ql
u =

60◦∑
θ=−60◦

au(θ)aHu (θ)e−jlSθ, (31)

Ql
u =

60◦∑
θ=−60◦

au(θ)aHu (θ)e−jlSθ, (32)

where L = M-1 as M is the number of BS antennas and S=3.

3. Construct Qu and Qd using

Qu =
[
Q−Lu (:),Q−L+1

u (:), · · · ,QL
u (:)

]
, (33)

Qd =
[
Q−Ld (:),Q−L+1

d (:), · · · ,QL
d (:)

]
. (34)

For an m× n matrix X, X(:) denotes the mn× 1 vector whose elements
are taken column wise from matrix X.

4. Now, we construct the FC matrix A of dimension M2 ×M2 via

A = Qd(Q
H
u Qu)−1QH

u . (35)

Note, since the FC matrix depends only on uplink/downlink frequency,
the BS antennas geometry and the cell sector, so, it can be computed
once and stored in advance.

5. Use the uplink channel response to compute the UCCM, then ru and rd
of the dimension M2 × 1 can be computed via

ru = Ru(:), (36)

rd = Aru. (37)

6. Construct the DCCM from rd, by sequentially grouping M elements of rd
in columns to obtain an M ×M matrix.

Once the DCCM for each user is computed, beam weights are calculated for
the kth user by fulfilling the below criteria

wH
k Rd,kwk∑

n6=k wH
n Rd,kwn + σ2

k

≥ γk, (38)

where σk and γk are the noise power and SINR for the kth user, next, W is
normalized. Note wk in the above equation is given by the eigenvector corre-
sponding to the maximum eigenvalue of the generalized eigenvalue problem

Rd,kwk =
(∑
n 6=k

Rd,k + σk

)
wk. (39)
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4.6 Joint user grouping and beamforming

With increasing the number of users beamformed, the interference increases
significantly, and the used techniques for beamforming, are not able to calculate
weights that can make the users’ streams orthogonal to each other.

As will be shown in the results section, each used technique can handle
a number of users, where after that, leakage between users starts to appear,
plus, interference and Bit-Error-Ratio (BER) grow. Therefore, in this section,
the joint user grouping solution is proposed where the users will be placed
in groups, and users in one group will be beamformed together. The groups
are separated into different frequency-time resources, and the interference is
canceled between the groups, due to the robustness of the LTE system. This
will results in better performance in terms of BER and interference cancellation,
however, the spectrum efficiency will be reduced, and that is the compromise
that must be done here. The proposed grouping will be applied only to the
AOA and the FC methods.

1. AOA Grouping
As the name suggests, the AOA method depends largely on the angle
of arrival, and the method’s performance decreases significantly if the
dominant AOA of different users are not largely separated. Therefore,
the criteria for placing users in different groups is the angular separation
between users.

2. FC Grouping
As this method relies on downlink covariance matrix estimation, the cri-
teria to separate users is the correlation between the downlink covariance
matrices for two users. The metric of correlation between two covariance
matrices is used from [44], and is given by

d(A,B) =

√√√√ n∑
i=1

ln2 λi(A,B), (40)

where A,B are the covariance matrices that the metric is being calculated
for, λ is the eigenvalue of the generalized eigenvector for A,B.
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5 System model using MATLAB

The model is based on previous thesis work ”Adaptive Beamforming for Next
Generation Cellular System” [7]. However, the fading channel model previously
used was replaced by the WINNER2 channel model. Plus, the new FDD beam-
forming techniques that were discussed in section 4.5 were added. LTE toolbox
and the WINNER2 channel model toolbox were used in this model. The model
basically simulates TDD or FDD basic LTE system as will be described in details
later.

The structure of the GUI was not changed, only new features like options for
TDD/FDD simulation, different WINNER2 scenario, additional beamforming
algorithm for FDD were added. The MATLAB model of GUI is depicted in
figure 16.

5.1 Initial parameters

In order to generate the channel, these parameters must be defined first:

• Number of BS antennas.

• Number of UE antennas (will be the same for all UEs).

• Bandwidth, this will affect the number of subcarriers used as shown in
table 1.

• Uplink and downlink frequency used, this will be related to TDD or FDD
system, if the uplink and downlink are using the same or different frequen-
cies.

• Used scenario, this is one of the 13 scenarios supported by the WINNER2
channel model. However, in this thesis, only 2 scenarios mentioned in
section 3.3.2 were focused on.

• Adding UEs, the distance of each UE from the base station can be chosen,
then, the UE will be placed on the given distance but with random angle
within the 120◦sector area. Plus, the UE velocity can be chosen also.

• LOS or NLOS case.

• Noise, shadow fading and pathloss can be disabled or enabled separately.

After that, the ”Generate Channel(s)” button can be pressed, and the model
will generate the corresponding channel as the steps mentioned in section 3.3.1.

5.2 Uplink

After the channel has been generated, the following parameters can be defined
to start the transmission process:

• The gain for the BS and UE antennas.
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Figure 16: GUI of the MATLAB model.
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• Beamforming algorithm used, and this based on the techniques that were
studied in section 4, and it should be noted that for TDD systems the
algorithms are:

1. MRT.

2. ZF.

3. RZF.

While for FDD the algorithms are:

1. AOA MRT.

2. AOA ZF.

3. AOA RZF.

4. Capon.

5. FC.

6. AOA Multibeamform.

7. FC Multibeamform.

• Modulation schemes for uplink and downlink.

• Power available at the BS and the UEs.

Once the mentioned parameters have been defined, the ”send frames” button
can be pressed. The uplink transmission process starts, where the UEs transmit
one subframe to the BS.

The process begins with setting the UEs configurations. Next, for each user
separately, one resource grid is generated, based on the configured bandwidth,
then, random bits for UL-SCH are generated and saved for later BER calcu-
lation, and modulated to symbols based on the modulation scheme used. In
addition, reference signals, as mentioned in section 2.5, will also be generated.
Now, the indices for UL-SCH and DM-RS symbols in the resource grid are cal-
culated, it is worth mentioning that in uplink, each UE has different indices from
the others. After the indices are obtained, the DM-RS symbols are mapped to
the resource grid, and the resultant grid is saved for later use by BS for channel
estimation, then, the UL-SCH symbols can be mapped, and certainly unused in-
dices that could be used by other users will be set to zero. The UE transmission
process ends with SC-OFDMA modulation of the resource grid and frequency
upconversion. Then, the Transmitted wave is ready to be sent after multiplying
it with the available UE power defined earlier.

Later, the transmitted wave is passed through the channel between the BS
antennas and the specified UE, and the antenna gain is multiplied with the sig-
nal, as mentioned earlier, the WINNER2 channel model gives the corresponding
pathloss and shadowfading, only the noise is added by the model as mentioned
in section 3.4. The mentioned process is repeated for all UEs.
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After that transmitted waves are generated for all UEs and passed through
their corresponding channels, the waves are summed up together as will be re-
ceived by the BS antennas. Now, at the BS side, the received signal is frequency
downconverted and SC-OFDMA demodulation is performed.

The mentioned process below is repeated for each UE individually. First,
the BS estimates the channel for each UE from the saved reference grid, after
that the channel estimation is obtained, the resource grid can be equalized as
mentioned in section 2.4. Next, the APS and the dominant AOA is calculated
for each user based on its equalized received signal, this part is only used in the
FDD beamforming techniques. Now, the BS extracts the user UL-SCH symbols,
as it knows the indices used by each user. Finally, the symbols are demodulated
to bits and the BER for each user can be calculated based on the previously
saved bits.

5.3 Downlink

After that one subframe has been received in uplink, the BS will transmit the
next subframe, the process starts with creating the resource grid for each user,
DM-RS symbols are generated and mapped to the resource grid, so that the re-
sultant grid can be saved for later channel estimation by each UE. In addition,
random bits for DL-SCH are generated and saved for later BER calculation and
mapped to the grid. It should be noted, that in the downlink transmission,
the DL-SCH and DM-RS indices for all UEs are the same because they will
be beamformed, and this is the mentioned advantage for beamforming spec-
trum efficiency improvement, that it uses the same resource elements for all
beamformed users. In this thesis scope, both DL-SCH and DM-RS symbols are
beamformed. The Beamforming can be done based on the chosen beamforming
algorithm, however, two cases must be differentiated.

1. TDD case: the model will loop through all the DM-RS and DL-SCH
symbols indices, and for each symbol index it will get the corresponding
estimated channel of the user, transpose it based on the channel reciprocity
assumption, and then calculate the beamforming weights as mentioned in
section 4.2, the same process is repeated for all UEs for that index. So, a
weighting matrix is obtained and normalized in terms of power, and then
multiplied with the corresponding users’ symbols that will be sent on this
index in the resource grid. The result is a number of symbols equal to the
number of BS antennas that are decomposed of a weighted sum of users
symbols for a certain index. This process will be repeated for all DM-RS
and DL-SCH symbols. Therefore, the beamform weights are calculated
for each resource element.

2. FDD case: Similar to the TDD case, however, the beamweights are cal-
culated as mentioned in section 4.5 and this is done for all the resource
grid, in other words, all UE’s symbols will use the same weight and this
is valid only because as mentioned earlier the used channel is frequency
non-selective.
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Now that the symbols have been weighted and each symbol resulted in mul-
tiple symbols equal to the number of BS antennas, they must be mapped to the
antennas, and this is done by using the number of resource grids equal to the
number of BS antennas. Next, OFDMA modulation occurs to transform the re-
source grids to transmitted wave, the transmission process ends with frequency
upconversion and power scaling.

Later, the transmitted wave is received by each UE, by passing it through
the UE corresponding channel, and if the beamforming calculation was correct,
each UE will only receive its designated symbols, while other users symbols will
be canceled when passed through the channel. Each UE frequency downconvert
and demodulate its received signal to obtain a resource grid, the UE performs
channel estimation from the already saved reference grid, now, the grid can be
equalized as mentioned in section 2.4.Since each UE knows the indices of its
DL-SCH, it can extract them from the grid, demodulates the symbols. Finally,
BER calculation can be done.
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6 Results

All the simulations are done for 3 MHz channel since it will result in a less
frequency selective channel because all FDD models have the same beamforming
weights for all the resource elements. Since all users are transmitting with the
same power, so the distance between BS and all UEs are kept same. This assures
that all UE will encounter almost same path loss.

A cell is divided into 3 sectors each with 120◦ coverage area. Thus, a BS
serves only one sector and all UEs are distributed randomly along the circum-
ference of third of a circle with a fixed radius. Noise is included in all simulation
runs as per section 3.4. Until stated otherwise entire resource grid is assigned
to each UE in the downlink. Further, all simulations are done for 1 layer, 1 UE
antenna. The carrier frequency for TDD is 3 GHz, while for FDD is 3 GHz in
uplink and 4 GHz in the downlink.

6.1 SINR and number of users

All the algorithms are compared with respect to probability of SINR less than
3 dB and number of users, 3 dB SINR is chosen because above 3 dB, the SINR
shows reasonable BER around 5% . The SINR for each user is calculated by
repeating the transmission process multiple times for the same channel. First,
all symbols for the user whose SINR to be computed are set to zero, this gives
interference power for that user. Then, symbols for the rest of the users are set
to zero, this gives signal power for that user. Now noise is calculated as per
section 3.4. Finally, SINR is computed as
SINR(dB) = SingalPower(dB)−InterferencePower(dB)−NoisePower(dB).
The results are obtained by averaging 100 independent simulation runs each
time with a different channel. Results are plotted for D1 (section 3.3.2) and
B1 (section 3.3.2) scenario for both LOS and NOLS case in figures 17 18 19 20
respectively.

When comparing different FDD algorithms, The Capon beamformer out-
performs all other for D1 LOS case because of the narrow angular spread in
D1 LOS. In other cases, Capon has the worst performance, because of the wide
angular spread. This is because the window size for Capon (figure 15) is 3 db,
and when we have wide angular spread, this 3 dB window size might become
wider enough to cover other users APS. So, while calculating beamweights, this
will result in high interference.

In the LOS case AOA-ZF and AOA-RZF outperform TDD-MRT, but in
NLOS case this is not true. Since in LOS case we probably have one dominant
AOA so we can direct all the power towards that angle. But in NLOS there are
no dominant AOA, so directing the beam towards only one angle will result in
high loss of power. Mostly in NLOS case FC, AOA-ZF, and AOA-RZF have
similar performance. It is obvious that TDD-ZF, TDD-RZF outperforms FDD,
and for all of FDD algorithms, their performance decreases significantly for more
than 3 users. This is because all FDD algorithms depend on APS of users for
estimating beamweights, and as the number of users increases, the difference
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Figure 17: Probability of SINR≥3 dB vs number of users for D1 LOS scenario.
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Figure 18: Probability of SINR≥3 dB vs number of users for D1 NLOS scenario.

between APS of users reduces.
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Figure 19: Probability of SINR≥3 dB vs number of users for B1 LOS scenario.
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Figure 20: Probability of SINR≥3 dB vs number of users for B1 NLOS scenario.
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6.2 BER and number of users

All algorithms are compared for average BER and number of users. The BER is
computed by taking the average of 100 independent simulation runs each with
a different channels.
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Figure 21: Average BER vs number of users for D1 LOS scenario.
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Figure 22: Average BER vs number of users for D1 NLOS scenario.

Since BER is related to the SINR received by the user, similar results to
the previous simulation results are shown. The FDD algorithms have better
BER in the D1 LOS scenario than B1 LOS, mainly because in rural areas the
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Figure 23: Average BER vs number of users for B1 LOS scenario.
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Figure 24: Average BER vs number of users for B1 NLOS scenario.

dominant AOA arrives with a higher power since it experiences fewer reflections.
All the FDD algorithms degrade significantly, except for Capon in the D1 LOS
case, for the reason mentioned earlier. It is also noticed that for the LOS case,
the FDD algorithms outperforms TDD-MRT in BER. In here also, it is obvious
TDD-ZF and TDD-RZF outperforms the FDD algorithms and show very robust
performance with the increasing number of users.

As a conclusion for this section of simulation, the FDD beamforming al-
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gorithms can be used for at most 3 users in D1 scenario and 2 users for B1
scenario for the simulation settings used above, and all the used algorithms de-
pend largely on Angle of arrival, and better results are obtained for the LOS
case. and most importantly, beamforming in TDD systems is far more efficient
to use.

6.3 Performance with number of antennas

After finding that used FDD beamforming algorithms in B1 NLOS scenario
cannot be used for more than 2 users when using 8 Tx antennas, The simula-
tion below checks if the FDD beamforming problem is related to the number of
antennas since the mentioned algorithms are highly dependent on AOA. There-
fore, increasing number of antennas will result in better AOA estimation. The
simulation is performed for 3 users, B1 NLOS case, where BS antennas vary
from 4 to 12, the results are taken for 100 simulation runs.
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Figure 25: Probability of SINR≥3 dB vs number of BS antennas for B1 NLOS
scenario.

It can be seen from figure 25 that the performance improves when increasing
the number of antennas, due to the fact that increasing number of antennas
will result in a narrower beam in downlink and thus, reduce the probability of
interference. In addition, for FC better DCCM estimation is obtained.
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6.4 Performance with Doppler shift

Since beamforming weights are calculated based on the uplink channel measure-
ments, and then they will be applied in the subsequent downlink transmission.
Therefore, it is required that the channel is correlated enough in time that the
beamforming weights from the uplink channel measurements are valid. To study
this, the performance of different algorithms has been analyzed with respect to
Doppler spread.

The results in figure 26 show the variation of the probability of users with
SINR greater than 3 dB with respect to Doppler frequency. Reason for choosing
3 dB SINR and method to calculate SINR is same as in section 6.1. Simulation
is run for 2 UE each moving with a given velocity and B1 scenario (section 3.3.2)
with a distance between BS and UE around 1000 m. Velocity is varied from
1 m/s to 18 m/s for each user this gives Doppler shift from 13 Hz to 240 Hz
respectively. Simulation is stopped at 18 m/s because B1 scenario in WINNER2
is valid for UE velocity up to 19.44 m/s. Doppler shift for the corresponding
velocity is calculated as per equation 3 and is computed for maximum Doppler.
Results are obtained from 50 simulation runs.

From the results, we can see that all the methods are invariant for Doppler
shift in given range. This is because most of the FDD methods depend on AOA
which remains constant for a relatively long interval of time.

20 40 60 80 100 120 140 160 180 200 220 240

Doppler Spectrum (Hz)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

P
ro

b
a

b
lit

y
 o

f 
u

s
e

rs
 w

it
h

 S
IN

R
>

3
d

B

AOA RZF

AOA MRT

AOA ZF

FC

CAPON

TDD RZF

TDD MRT

TDD ZF

Figure 26: Probability of SINR≥3 dB vs Doppler shift for B1 NLOS scenario.
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6.5 Computational complexity

Since the simulation is done in MATLAB, which runs over Windows operating
system, comparison for computation complexity based on the runtime of code
will not be a fair comparison. Since the computational time not only depends
upon the frequency but also on the cache memory, how much program will be
parallelized by MATLAB, RAM memory available and other parameters which
are out of the scope of this thesis. Here we compare two algorithms mainly
AOA and FC.

1. AOA Algorithm
For dominant AOA estimation MUSIC algorithm is used, as mentioned
in sec 4.5.2. Computational complexity of MUSIC algorithm for ULA is
given by O(M2P + M2N) [45]. Where M is the number of BS anten-
nas, P is the number of MPC whose AOA is to be estimated and N is
number of snapshots of signal needed for accurate AOA estimation. As in
[45] only one snapshot of a signal is sufficient to estimate the AOA. Since
AOA method uses only one dominant MPC of each user to estimate down-
link impulse response, thus, the complexity of the AOA method reduces
to O(2M2). Also once the downlink impulse response is estimated, ZF
beamforming is applied which needs matrix inversion, the computational
complexity for matrix inversion is O(M3) for an MXM matrix.

2. FC Algorithm
The FC matrix calculated in step 4 of section 4.5.3 is one time process, so,
computational complexity for this will not be considered for comparison.
Now, computer complexity DCCM from UCCM as in step 5 of section
4.5.3 is O(M4) for uniform rectangular array and O(M2) for ULA [13].
Now, to calculate weights for DCCM, SVD is required as in step 5 of
4.5.3 which is generally computationally intensive, of order O(M3) for
an MXM matrix. However, direct SVD calculation can be avoided as
researchers have proposed various iterative approaches to calculate SVD,
one example is [46].

6.6 Performance limitation

As mentioned in section 4.6, the performance is limited by AOA separation for
the AOA method, and the correlation between the covariance matrices for the
FC method. Therefore in this section, the threshold for separating users into
different groups will be studied. The results in this section are obtained by
200 simulation runs for 6 users and 8 BS antennas for B1 NLOS case with an
average distance of 1000 m from the BS station. for the figures in this section,
the left y-axis represents the percentage of users having BER≤5%, while the
right y-axis represents, the percentage increase in capacity with respect to no
beamforming done.

First, the AOA method is studied, as mentioned earlier, the threshold is the
angle of separation between the dominant AOAs of users. Users are placed in
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groups in such a way that all users within a group have an angular separation
between their dominant AOAs larger or equal to the chosen threshold, this will
result in better BER performance, as users that cannot separate their streams
will not be beamformed. As shown in figure 27, the AOA method highly relies
on the AOA separation, as with increasing the threshold (AOA separation),
the BER performance improves, however the percentage increment in capacity
reduces.
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Figure 27: AOA-ZF group beamforming performance.

Secondly, the FC method is studied, the threshold here is relative to the best
2 least correlated users. for example, 0.1 threshold represents a maximum cor-
relation between the covariance matrices of any two users in a group is smaller
than 0.1. As shown in figure 28 Similar to AOA method, the FC highly relies
on the correlation between users, this can be shown from the figure, when in-
creasing the threshold, the BER performance improves, however, the percentage
increment in capacity reduces.

When comparing the AOA and FC threshold study, the FC provides a better
increment in capacity for same BER performance compared to AOA.
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Figure 28: FC group beamforming performance.
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7 Conclusions and future work

The thesis objective started as a simple question whether is it possible to do
beamforming in FDD MIMO systems with partial downlink channel and if yes,
how does the performance compare to TDD. Based on the obtained results,
open loop FDD beamforming is possible using the mentioned techniques, but
under very limiting conditions such as the number of users.

The Capon method is very sensitive for the width of the chosen window,
so, the performance degrades significantly if the window size is not chosen ac-
cordingly, because it depends on the Angular spread which varies with different
scenarios and users, as a consequence, choosing a wider window might result in
high interference for other users. Meanwhile, the AOA and FC has shown more
robust performance than Capon, nonetheless, AOA performance degraded more
than FC when it comes to increasing number of users, due to the fact that when
increasing number of users, the angular separation between users will decrease,
which makes it harder to create orthogonal streams for users. Plus, results will
improve if coding is used, as mentioned in this thesis work no coding has been
used.

It can be observed from the results that the performance in term of SINR
for the AOA, FC, and Capon methods improve with increasing number of the
BS antennas, for the AOA method the increase in the number of the BS an-
tennas will result in narrower downlink beam thus result in less interference.
Meanwhile, for the FC and the Capon methods, better UCCM estimation is
obtained. Also, it can be observed from the results that all the applied FDD
methods are invariant with the Doppler spread in the simulated range of the
Doppler spread. This is because AOA and UCCM remains relatively constant
for long time interval with respect to the channel impulse response.

For computational complexity, AOA method has less complexity in our
model, however, as mentioned in section 6.5 FC method complexity can be re-
duced and could become more efficient than AOA. However, it should be noted
that in FC method, additional memory is needed to store the FC matrix.

While the performance of FDD beamforming techniques reduced signifi-
cantly for more than 2 users. Still, for FC method, we can increase the spectral
efficiency of the system by 50% if users are grouped with some criteria. On the
other hand, overall improvement in spectral efficiency for AOA method was only
20% , when being compared to no beamforming case. However, beamforming
in TDD is by far better than the studied FDD beamforming algorithms in all
results discussed in this work.

Future work:
This thesis work only concentrated on evaluating beamforming weights based
on AOA reciprocity. However, there are many more techniques in FDD beam-
forming in the literature, some are based on improving the techniques we used,
and some on different approaches. A combination of open loop closed loop
techniques could be studied to further improve the performance of the used
techniques, as the feedback could contain information about the independent
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fading which was neglected in the used techniques, this would yield better down-
link channel estimation. Since the WINNER2 channel model supports system
level simulation (multiple BSs), a more complex configuration can be studied
and new parameters can be looked into like Inter-cell interference.
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