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Abstract

Loudspeakers are used in many different applications and play a vital role in vari-
ous types of entertainment and communication. To optimize the listening experi-
ence, there is a need for an adjustment process to compensate for any effects the
environment might have on the loudspeaker’s performance. This thesis presents
an adaptive method that utilizes an arbitrary amount of loudspeakers and micro-
phones to calibrate an optimized sound profile for a specific room. The method
proposes compensation changes to the loudspeakers combined with the possibility
to further adjust the sound according to a specific user profile. Two different ap-
proaches are possible in the calibration phase, white noise calibration and tonal
signal calibration. Using the proposed method, tests concluded that the sound
profile was improved in both approaches. Calibrating using the white noise signal
proved to be superior to using the tonal signal. The feasibility of the method
is verified through a number of tests in various environments and with different
setups by measuring the frequency responses in different points of interest before
and after calibration.
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Chapter ]_

Introduction

1.1 Background

When playing sound from loudspeakers many factors affect the listening experi-
ence. The room’s natural acoustics, such as shape and furniture, as well as the
loudspeakers physical limitations and characteristics will have a noticeable impact
on sound quality and perception. This results in certain frequencies being attenu-
ated or boosted which affects the listening experience. While some factors can not
be practically changed, for instance the physical attributes of the environment,
adjustments can be made to the loudspeaker’s sound profile to counter the room’s
acoustic attributes. Approaches to perform these adjustments are generally re-
ferred to as acoustic room correction methods which uses digital signal processing
in an attempt to accomplish automatic and smart equalization for the loudspeaker.

Axis Communications AB has developed network loudspeaker solutions for sev-
eral different purposes, such as music streaming and voice announcements. The
speakers are a complete PoE driven system integrating a Linux OS, DSP, am-
plifier and network interface. They are placed either in the ceiling, on a wall or
a pillar depending on the model preferred and can cover various locations such
as airports, schools, shopping malls etc. As room magnitude differs, as well as
quantity of speakers and their placement, Axis has emphasized the need for an
automated process of loudspeaker correction to compensate for any disadvantages
and disparities in the setup environment. This project made use of a controlled
loudspeaker environment at Axis premises as well as an anechoic chamber located
at LTH.

1.2  Motivation

The motivation for this thesis is to improve the quality of the generated sound from
each individual loudspeaker and a group of speakers, wherever in the room they
are physically located. This will be beneficial to the listening experience as well
as general sound perception of the whole room. Considering every room’s unique
dimensions and attributes, it would be of great interest to Axis to implement these
features and automate the process as much as possible.



2 Introduction

1.3 Objective

The objective with this thesis is to investigate the feasibility of acoustic room
correction techniques and how well they are able to compensate for unfavorable
speaker locations and adjust settings accordingly. In the end this should result in
a mobile phone application to be used by an external installer of the speaker sys-
tems. The application is to perform calculations and suggest appropriate quality
enhancing operations for each individual loudspeaker as well as speaker groups.
It should also take in to account how many loudspeakers the room contains in
total, in order to enhance the general room listening experience and the interac-
tion between the loudspeakers. The goal is to be able to automatically, using the
phone application, calibrate frequency response and amplifier gain to desired and
optimal levels to a set of points of interest in the room.

1.4 Thesis outline

Chapter 1 covers the introduction for the project, its motivation and objectives
as well as presenting Axis Communications AB.

Chapter 2 describes the depth of the problem to be solved and any relevant
theory regarding room correction and digital signal processing that is later used.
It includes information about microphones and mathematical formulas used glob-
ally throughout the project.

Chapter 3 covers the hardware and software details for the thesis. Any equip-
ment used is listed and explained as well as the software built during the project
and its purposes.

Chapter 4 covers the localization and distance calculation theory, method and
results.

Chapter 5 entails the single channel calibration testing. This chapter is one
of the main parts of the thesis and covers all theory, measurements and results of
the testing done using a described setup.

Chapter 6 has the same outline as previous chapter but describes a multi channel
setup consisting of an arbitrary amount of speakers and microphones. Relevant
theory and testing results are found in the same chapter.

Chapter 7 summarizes the thesis and its most important objectives and intentions
along with a brief analysis and possible future work.



Chapter 2

Introductory theory and problem formulation

2.1 Initial problem formulation

Covering areas of different size with loudspeakers requires sound correction meth-
ods in order to ensure an optimized listening experience throughout the room. By
placing microphones at points of interest in the room, the frequency response can
be measured and compared to a reference curve of how the system’s frequency
response ought to look like in the specific point. In a clothing retail store, places
of interest may for instance be the entrance, the checkout counters and the chang-
ing rooms as these are locations where customers continually pass through and
therefore requires a better listening experience than less frequently visited spots of
the area since the retailer want their customers having a good experience visiting
their store. It should also be possible to have different sound levels at these points.

Fig. shows an example setup with four loudspeakers where the microphones
are placed in two potential points of interest. These points will be locations where
sound adjustments will be performed. For future reference in this thesis, a point
of interest will be equivalent to a microphone placement.

2.2 Fourier transform

The Fourier transform is a function to decompose a signal into its frequency com-
ponents [9]. It is defined by

Flw) = /_oo F(t)e—itdt (2.1)

where 7 is the imaginary unit. The FT is a complex-valued function R — C where
the complex part represents the phase offset and the absolute value represents the
magnitude of the chosen frequency that was present in the signal. Breaking down
a signal into its frequency components using the FT opens up new mathematical
possibilities. For example, convolution in the time domain is represented by mul-
tiplication after performing the FT. From a signal processing viewpoint, the FT
is useful for computing different types of filters where different frequencies should
be affected in different ways.
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N

A A

Figure 2.1: Microphone placement in points of interest with four
loudspeakers.

2.3  Fast Fourier transform

The fast Fourier transform is effective for calculating the discrete Fourier trans-
form. It is fairly simple to implement the FFT and is a good choice when working
with a full frequency spectrum. The FFT computes the DFT which is used to
transform a signal from time domain to its frequency domain by using discrete
samples instead of a continous signal. Computing the DFT in general has a com-
putational complexity of O(N?) by using the normal FT, but by instead using the
FFT algorithm to perform the calculation this can be reduced to O(N log N) [29].
Since the FFT is used to compute the DFT, the term FFT will be used for both
the FFT and the DFT throughout the thesis. The DFT is defined by

N-1
X, = Z Tpe 2Tkn/N (2.2)

n=0

where £ = 0...N — 1 and where zg...zx5_1 are complex numbers. The DFT
coefficients in X}, is a finite duration sequence.

2.3.1 Goertzel algorithm

However, when working with single or a few frequencies, the more appropriate
choice is to use the Goertzel algorithm for the transformation. The Goertzel
algorithm is numerically more efficient than the FFT as long as the number of
frequencies M to calculate does not exceed log N, where N is the number of
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samples. In that case, the FFT will be a better method in terms of efficiency [26].
The Goertzel algorithm recursively run the equation

sg(n) = 2008(%)81@(” —1) —sp(n—2)+z(n) (2.3)

where z(n) is the input signal. This algorithm will iterate through n = 0...N.
However, the computation in equation [2.3|is only done once for n = N, that is,
when a chosen frequency occurs in the extracted data of samples. This leads to
the Goertzel algorithm having a favourable time complexity of O(MN) where N
is the amount of samples and M is the number of frequencies we are interested in
compared to the FFT. In the case of only wanting to find a single frequency, the
complexity will therefore be reduced to O(N). The output computation in equation
[2:3 will generate the magnitude of the chosen frequency in specified sample input.
For example, if the sample size is set to 16, the equation will iterate through the
input signal 16 samples at a time [27][28]. The objective is to locate the start of
the signal of the desired frequency by analyzing its magnitude and comparing it
to the magnitude of the input signal which is described by

yr(n) = s(n) — ej%k/Ns(n -1) (2.4)

2.3.2 Spectral leakage

Spectral leakage defines the term in which new frequencies appear in the output
that were not present in the original input when a signal has been passed through
a non-linear system. That is, the signal has not been replicated identically to
how it was created. This is caused by performing the FFT on non-periodic data.
A signal concentrated to a single frequency have been spread out over the entire
frequency range, causing spectral leakage. This effect often harbours more weak
frequency components that may be present in the data but is not distinguishable
from a stronger component. This may interfere with the spectral analysis of the
signals that are present.

The FFT algorithm has N finite samples to its input and N finite samples as
output, with a sampling frequency fs on the sequence z(n). The input signal
has a frequency, and if this frequency is an integer multiple of f; divided by NV,
the number of samples, the energy will be contained to the spectral component
of that frequency in the spectrum, while remaining frequencies components will
have zero energy present. However, should the remainder not be an integer, the
rise of spectral leakage will appear throughout the spectrum, meaning that some
frequency components will leak over and affect nearby frequencies [12][15]. The
frequency components of the time domain signal will appear as main lobes in the
spectral analysis. The width of a main lobe describes the spectral resolution and
the ability to tell apart different components. However, as the main lobe width
narrows, the energy is forced out on its side lobes, generating leakage. The effect is
somewhat due to the default data windowing of the sequence. A window function
frames spectral data in a specific time interval, shaping the original time domain
data to appear in a certain way. There are different types of window functions,
each with their own characteristic and purpose. A window covers a predetermined
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interval, which inside remains unchanged whereas everything outside of the inter-
val becomes zero or rapidly descends towards zero [I3]. Whenever performing a
FFT, a rectangular window will be applied to the result. A rectangular window
only applies a finite time interval to the signal and is therefore the same as not
using any window function at all. Windowing can help with containing the leakage
within reasonable levels but are unable to eliminate it completely. The aim of the
windowing is flattening of the amplitude in the beginning and end samples of the
signal in the window to achieve better spectral stability [I4]. All of the following
window functions are defined for n = 0... N —1. One of the most common window
functions is the rectangular window, which takes N values and transforms the rest
of the values in the data set to zero. However, rectangular windows often cause
more spectral leakage than desired as they do not perform any adjustments to
amplitude in the side lobes. Rectangular windows are favourable when it comes to
achieving high spectral resolution, as they have the most narrow main lobe [25].
A rectangular window, seen in Fig. [2:2] has the value one over its entire length
and is therefore defined by the equation [11]

w(n) =1 (2.5)

A different common window function type are characterized by a sinusoidal shape,
such as the Hann and Hamming windows [20]. They both have a wide peak at
the center of the window interval, with degeneration towards the sides. The Hann
window function is described by

2
w(n) =0.5— 0.5c08 12 (2.6)
N
The Hamming window, seen in Fig. [2.3]is described by

2
w(n) = 0.54 — 0.46cos%" (2.7)

Multiplying a sampled sequence of the time domain sequence with the specific win-
dow function generates a new frequency spectrum characteristic. These windows
mitigates the spread of the leakage and centers it around most dominant frequency
components of the original signal. An example of this is shown in Fig. where
one can see how a window helps to confine the spread of energy over the spectrum.
The advantage of windows is not centered around replicating the signal identically
to the input. The largest benefit lies with the confinement windows provide to
the spread of the leakage over the frequency spectrum. Fig. exhibits how the
window function can confine leakage to not spread far from the main lobe.

2.4 Welch's method

Welch’s method is a PSD estimator approach, which calculates the power of the
desired signal at certain frequencies, allowing for spectral analysis. The method
is preferred over standard methods of time to frequency conversion as it tends
to reduce noise levels in the final results at the cost of frequency resolution. To
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-
1 1 1 | 1 1
Figure 2.2: Example of the rectangular window.
[ / )
1 1 | 1 1

Figure 2.3: The Hamming window, which is the default window for
Welch's method.
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amplitude

log

Sine wave: No Leakage, Leakage, Windowed

— No Leakage
Leakage
— Windowed
Zero Bandwidth
Frequency
Hz

Figure 2.4: The red curve shows a periodic sine wave without any
leakage in its frequency domain. The green curve represents a
non-periodic sine wave with leakage and the blue curve is the
same sine wave but with a window applied to it [31].
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apply Welch’s method, the signal in its time domain representation are split in to a
number of segments, possibly overlapping each other. The size of each segment is
chosen based on if higher frequency resolution or further reduced noise is desired.
Larger segment sizes will reduce the total number of segments which reduces the
amount of averaging between the segments, which in turn will not be as effective
at eliminating noise but will yield a higher frequency resolution since the FFT is
performed using more samples. Using smaller segment sizes will instead increase
the total number of segments, giving the algorithm more data to average, which
reduces the noise levels but with a lower frequency resolution [24]. The segments
are then subjected to windowing, a function which frames data in subsets of larger
data sets, for reducing spectral leakage as explained above. For each segment, the
windowed FFT is computed and used to calculate the periodogram. The method
then averages all of the values in the periodograms, forming the Welch’s PSD. [18]
The window type denotes the appearance of the FFT. First applying the window
function to the input signal, and thereafter calculating its FFT. Therefore the FFT
will attain a different shape depending on the specific window function. Consider
the system H(z) with the input signal of X(z). The output Y(z) can then be
decided by [19]

Y(z) = X(2)H(z) (2.8)
The specific window transfer function W(z) can be applied to the input signal
which results in

X(2) = X(2)W(z) (2.9)
The new windowed signal can now be used as the input to the system, generating
the new output

Y(z) = X(2)H(z) (2.10)
Welch’s method allows for customization so that the user may choose which win-

dow to apply to the segments. The m:th segment of the signal xz(n) with the
chosen window function w(n) applied to it is

Tm(n) = w(n)z(n + mR) (2.11)

where n =0...M —1 and m =0... K — 1 and where K is the total number of
segments in the signal x which also denotes how many periodograms are averaged
together to form the final Welch’s PSD estimate. R is the window hop size which
denotes by how many samples each window will advance forward in time [2I]. As
each segment becomes windowed with the previous equation the periodograms for
each segment can now be computed. The periodogram P for the specific m:th
segment can be calculated with [16][17]

2

N-1
1 2 1 127N
mevM(wk) = M|FFTN,k($m)’ = M § xm(n)ej2 k/N (212)
n=0

where M is the amount of data samples in the original signal. Now the peri-
odograms can be averaged together, resulting in the Welch’s PSD estimate [22]

K-—1
S, (wn) = % S P, M) (2.13)
m=0
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As described before, Welch’s method creates frames or segments of the signal. Each
segment will overlap the nearby segments, if not a rectangular window function is
used. This effect will cause a redundancy in information at the places the frames
overlap. By using a window that is not rectangular, one may avoid this as they are
less prominent towards the edges of the segment, that is, where they overlap. A
central trade off lies in Welch’s method between spectral resolution and statistical
stability, that is low variance over the averaged data. The size of each segment M
is desired to be maximized in order to achieve a high spectral resolution. However,
increasing the number of segments K will cause more averaging to occur resulting
in a better stability of the analysis. Default choice of segment size is usually
M ~ K ~ /N, where N is the number of data samples [23].

2.5 Equalization

An equalizer is an audio device employed when attempting to balance frequency
amplitudes in a signal to a certain level. The EQ alters the gain on particular
frequency bands, resulting in a new sound profile. The EQ can be used to assure
some sounds appear more prominent or to be completely eliminated as well as
distinguishing certain aspects of a signal, for example the bass [§].

The EQ found in the loudspeakers used in this project are of parametric type,
which entails that they are susceptible to change on three different parameters:
amplitude levels, center frequency and the bandwidth. The center frequencies al-
lows for a more accurate adjustment as one can specify exactly which frequencies
to change. The number of center frequencies is decided by how many bands the
specific EQ contains. The parametric EQ may also decide in what extent it will
affect neighbouring frequencies of the center frequency through the Q factor which
is calculated using

_ fo
Q=73 (2.14)

where fy denotes the center frequency for the band and B the bandwidth which
can be calculated using

B=fs—fi (2.15)

where f1 and f; denotes the lower and upper crossover frequencies, respectively,
meaning where the gain is attenuated by 3 dB, or where 50% of the power is lost.
Based on equation [2.14] a larger Q makes the EQ affect a smaller range of nearby
frequencies whilst a more narrow Q will affect more frequencies since B will be
larger [10].

2.6 Different microphones
There are different types of microphones, excluding common disparities as fre-

quency response and sensitivity. Two common types of microphones are the uni-
directional and omnidirectional microphones.
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00° 60° 300° 60*
Emﬂ mﬂ mﬂ mﬂ'
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210 180° 150 210 180° 150
Linidirectional Cmnidirectional

Figure 2.5: Polar pattern of a unidirectional microphone (left) and
an omnidirectional microphone (right) [7].

2.6.1 Unidirectional

The directional or unidirectional microphones has the highest sensitivity and gain
in its facing direction. It can be split up in to several variations such as cardioid,
hypercardioid and supercardioid. They differ in the way they reject incoming
sound from different directions and typically repel or attenuate all sound coming
from the rear. The cardioid is the most common type and has a "heart-shaped"
recording pattern, meaning it picks up all incoming sound from the front but grad-
ually becomes less effective the more the sound source is rotated towards the sides
with its lowest microphone gain at the rear. The coverage angle is approximately
130° as seen by Fig. and for incoming sounds within this angle the frequency
response generated will be fairly flat. Although directional microphones generate
higher noise levels at higher frequencies, they are advantageous in that they reduce
the noise levels in the direction they are facing and also blocks out far field noise
better than omnidirectional microphones, by about two-thirds. [5]

2.6.2 Omnidirectional

Omnidirectional microphones will capture sound with equal sensitivity and gain
from all directions, it will however become increasingly directional the higher the
frequency. Due to the physical attributes of the microphone body, such as shape
and size, the microphone’s possibility to attain its omni qualities at higher fre-
quencies varies. The microphone body has a tendency to block frequencies with a
wavelength that measures up to the diameter of the microphone. At high frequen-
cies, the sound coming from the rear will typically be flattened and therefore the
microphone will act closer to a directional one. Thus, it is preferable with a small
body diameter in order to keep the omnidirectional characteristics when reaching
very high frequencies with a typical short wavelength [4I]. The circular polar pat-
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tern of an omnidirectional microphone is displayed in Fig Omnidirectional
microphones are more prone to record unwanted noise, reverberations and echo
to a larger extent than directional microphones as they record equally from all
directions. [2]3][4]

2.6.3 Proximity effect

One major difference between a directional and omnidirectional microphone is that
the omnidirectional microphones does not generate the proximity effect which
typically occurs when the directional microphone is within 20 cm of the sound
source. The effect causes an increase in the lower frequencies, creating a stronger
bass effect. This is because as the distance between the microphone and the sound
source decreases, the resulting sound pressure rises. This results in the microphone
exhibiting a different frequency response than expected. [6]

2.6.4 A, C& Z weightings

There are different ways of interpreting the incoming frequency spectrum since
sound is relative to different devices and applications. The main weightings which
affects how the microphone will display the frequency spectrum are called the
A, C and Z weightings. Human ears are most sensitive to frequencies between
1000 Hz - 6 kHz [34]. In order for the frequency spectrum to represent how the
sound actually is perceived, different frequency weightings are used in order for
the microphone to compensate for the ear’s nonlinear frequency response. The
frequency responses for the different weightings are presented in Fig. [2.6] The
magnitude of these different weightings are denoted dB(A), dB(C) and dB(Z).

A weighting

The A weighting is designed to represent the human hearing by attenuating fre-
quencies below 1000 Hz and above 6 kHz since the ear does not perceive these
frequencies with equal sensitivity. Measured sound with A weighting is denoted
dB(A).

C weighting

Much like the A weighting, the C weighting represents the ear’s frequency response
but focuses at higher sound levels, for example 100 dB and above and is mainly
used for measuring peak sound pressures since the ear’s frequency response is
flatter at higher sound levels.

Z weighting

Contrary to the other weightings, the Z weighting is the flat frequency spectrum
where the recorded sound is not altered in any way, except for individual micro-
phone responses.
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Chapter 3

Hardware and software

3.1 Hardware

All hardware used in this thesis were supplied by Axis Communications AB. In
order to be able to perform acoustic room corrections, both speakers and micro-
phones were used. The following sections describes the hardware used in more
detail and which limitations each individual component poses. At the lower level,
every component in the Axis environment is using an embedded PCB running a
Linux subsystem. Using the same hardware base for every device shows consid-
erable advantages when running tests and configuration since everything can be
automatized without code deviations. The devices are using PoE as their power
supply, which means that the only connection necessary is the network connection
used for communicating with the devices.

The system will consist of a server, a client in form of a PC program or a mobile
phone application and a number of microphones and speakers. The server will
perform all needed calculations for all implementations and feedback the results
to the client which is the application that will display them for the user. In simple
terms, the server will control all devices and execute the calibration along with
other automated tests and configuration.

3.1.1 Speakers

Axis C1004-E

One of the supplied speakers is the Axis C1004-E which has a full-range speaker
element with a sensitivity of 96 dBSPL. Since all Axis products have the same
embedded board, the C1004-E is also an active speaker with it’s own power sup-
ply and software. The C1004-E has a ADAU1761 DSP shipped with controlling
software. Along with a speaker element, it also has an embedded unidirectional
microphone used for calibration and testing.

15
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3.1.2 Microphones
Briiel and Kjeer Type 2250

For sound recording in an anechoic chamber a highly adaptive hand-held device
from Briiel and Kjeer was used. It contains a 1/2 in prepolarized microphone that
is able to record sound and vibrations from 6 Hz to 20 kHz. Start and stop button
allows for time restricted recordings and an internal storage easily accessible from
the computer by USB connection or via network through a micro USB adapter.
Real-time graphs provided in the user interface display analysis in either 1/1 or
1/3 octave bands. It is possible to choose between A, C and Z weightings for
the recordings as well as a maximum and minimum dB level allowance. The
microphone can be calibrated using the enclosed calibration device attached to
the end of the microphone.

Axis T8353

T8353 is a small omnidirectional microphone with a frequency range of 20 to
20kHz. The microphone has been subject to testing by Axis as shown in Fig.
An omnidirectional microphone should be used for recording sound in a room since
the sound waves might arrive at the microphone from different directions due to
reverberations and placements. An unidirectional microphone will perform worse
at recording waves arriving in a direction where the microphone is not positioned
as explained in section [2.6

30dB

20dB

1ods | —AXIST8351 g

—AXIS T8353
0dB

-10dB \ / |

-20dB

T
N
y

P |

-30dB
20 Hz 200 Hz 2 kHz 20 kHz

Figure 3.1: Frequency response curves for two Axis microphones.
The red curve represents the model used in this project [IJ.

3.1.3 DSP ADAU1761

The embedded DSP software, dspd, developed by Axis supplies all functionality
connected to the hardware. The dspd offers two different equalizer settings whereas
only one is configurable, called static and preset. The static equalizer is configured
by Axis to maximize the speaker’s potential and will not be turned off by Axis
request. The preset equalizer is a 1/1 octaves parametric equalizer with 9 bands
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with a constant Q factor of 1. For the moment, all bands can be changed to 4+ 12
dB with the current firmware but may be subject to change in the future without
any hardware replacements. The octave bands used for the preset equalizer is 63
Hz, 125 Hz, 250 Hz, 500 Hz, 1000 Hz, 2000 Hz, 4000 Hz, 8000 Hz and 16000 Hz.
These are the center frequencies of the 9 bands in the EQ. The dspd software also
provides functions to further coloring the sound, such as loudness, compressor,
high-pass filter and limiter.

Loudness

Loudness compensation is used to compensate for the ear’s change in sensitivity as
the volume is altered, specially for the lower and higher frequencies which is based
on the equal-loudness contours [39]. Playback at lower volumes will be perceived
as less bass and treble heavy without taking the loudness contours into consider-
ation. Although, in order to perceive the sound as intended during recording, the
actual master gain would need to be known which is something that is not usually
provided. The actual loudness compensation is based on the current gain of the
output.

Compressor

Compressing is the process in which sound is attenuated in case it is exceeding a
decibel threshold set by the compressor. Some common reasons for compressing
audio involves smoothing out voice levels to not appear as shouting or compensat-
ing for unfavourable microphone positions. The compressing of the signal could
help the human ear perceive sounds in a more subtle and comfortable way as the
ear is generally sensitive to abrupt changes in energy levels. Another reason for
compressing is to decrease the dynamic range of the signal. The dynamic range
is the amplitude difference between the loudest and the most quiet signal. By
compressing the loud signals to a certain level, the more quiet sounds can become
more audible as a result, generating a more smooth sound profile. By limiting
the dynamic range, the resulting RMS value may increase, which tells the average
power of the voltage.

Some audio devices deals with technical limitations that does not allow them
to exceed a certain peak point in the signals in order to avoid equipment dam-
age. These devices can greatly benefit from compression. Since the compressor
decreases the difference between quiet and loud sounds, the dynamic range is also
reduced. [37][38]

High-pass filter

A high-pass filter is a filter which attenuates frequencies below a specified cut-off
frequency. The cut-off frequency is where the attenuation reaches 3 dB. Frequen-
cies below the cut-off frequency steeps accordingly to the filter design. The Axis
speakers use this feature to prevent playing frequencies which the speakers are not
able to reproduce accurately anyway, saving power. [45]
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Limiter

A limiter is a type of compressor but acts less smooth in its process of attenuating
the signal. It has a higher ratio of compression and may cause the signal to be
distorted if the attack time is too fast, however a limiter generally prevent sudden
volume peaks to appear during live sound, which could help prevent loudspeaker
damage. In the case of Axis’ speakers, the limiter is mainly used to make sure the
audio hardware is not using too much power since PoE only supplies 15 W [35].

3.2 Software

The C1004-E loudspeaker has a specific hardware and software setup developed
by Axis Communications. Since all used equipment is running the same base
with only PoE connections and an embedded Linux distribution, special software
needs to be written in order to be able to run the desired tests for automation
and receiving results since there are no dedicated line-in or line-out connections as
common passive speakers being connected to an amplifier. In order to communi-
cate with the devices, Axis Communications is using the open source multimedia
framework GStreamer which handles pairing of devices, synchronized playback
among relevant features [36]. Playing audio is handled via a web interface where
it is possible to pair different loudspeakers to act as a group. While playing audio
from a web interface is plausible, automating the process of playing and recording
audio and analyzing the available data is somewhat restrained by using the web
interface. All relevant software used for testing and recording is written in C+-+
due to the complexity of the algorithms used and for simplicity while testing. The
structure is divided into a server and client structure where the server handles
all communication with the loudspeakers and microphones and the client merely
acts as an interface which presents options and feedback to the user. Per Axis re-
quest, a simple, automated configuration of all devices was developed as a feature.
The whole system is built with the prospect of having a passive server with the
client sending requests and waiting for feedback. As per the background and the-
sis motivation, Axis pursued a simple solution for room correction using multiple
points of interest. Using this structure is motivated by the need of automation
and simplicity.

3.2.1 Server

All configuration along with playback and recording is available through shell com-
mands by having a SSH connection to the device. The server part of the system
combines all of these relevant commands and chains them together to automate
testing and configuration. The server itself opens SSH connections for commu-
nicating with the devices. By chaining different commands together and keeping
open connections to all relevant devices, it is possible to synchronize command
execution on all devices and writing different commands to different devices si-
multaneously. This feature is used for recording audio in every Pol simultaneously
while having the option to start audio playback in different loudspeakers.
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The Axis products ships with different audio effects and alterations which needs to
be turned off for accurate testing. Some of these and why they should be turned
off are explained in section As mentioned, all devices communicate using
Ethernet which introduces problems compared to passive speaker designs where
usually there’s an central amplifier responsible for setting the correct settings for
each speaker. Since all devices have their local settings, the server needs to con-
figure every device manually and equally in order to have reliable results while
testing.

3.2.2 Client

The client part of the system merely acts an interface towards the user, delivering
feedback from the server. It enables the user to run different commands, for
example executing loudspeaker localization, setting default settings for all devices,
checking device availability, enabling or disabling equalization and enabling or
disabling Axis own sound enhancements.

3.2.3 Android application

A mobile phone application was built for the Android OS using Android Studio
and the Java programming language. The application was structured as a shell,
with communicative channels such as buttons and progress bars to register the
users interactive actions. Once interacted with, the application would communi-
cate with the server that would execute the action depending on what the user
requested. The application was meant to be used by a potential installer or the
maintenance staff. It would allow for an easier and more flexible way of configuring
and calibrating the loudspeakers rather than using a computer, as the loudspeakers
would often be located in large areas requiring portability of the communication
device. The Android application is meant to provide the same functionality as the
PC program.

Loudspeaker localization

One functionality is to retrieve a map of the room where the mobile phone is
located. This map will contain a grid view with dots to represent each speakers’
coordinates. In this view, the user will have the option to press on each dot
individually to see the IP of the device connected to those coordinates and the
current output and microphone volume of that device. This allows the maintenance
personnel to easily locate a specific loudspeaker and also get information of which
loudspeakers are in close proximity of each other and thereby may be configured in
the same way. The coordinates are retrieved from the server localization software
that will be explained in section [£.2.2}

Calibration

When entering the calibration view from the main screen in the application the user
will be met by a tab layout containing two different tabs. The initial view in the
first tab contains the non-equalized input to the microphone as a bar chart graph
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as well as a toolbar with buttons for all the functionality needed for equalization.
As the system allows an arbitrary amount of speakers, the application has support
for choosing which microphone to see the results for using a simple drop-down list.
The chosen microphone will have its input bar chart revealed in the first tab and
the user may change microphone at any point. The toolbar located at the bottom
of the view contains several different buttons according to the list below.

e Start calibration - This action will open up a dialog screen where the user
will have to confirm or cancel if they want to start the process, thus erasing
all current settings. Pressing "Run" will start the equalization process with
all connected loudspeakers and microphones. Upon confirmation, the view
will also change to the second tab, where the bar chart graph of the selected
microphone will update itself during run time, allowing the user to see the
difference with the new EQ applied to each loudspeaker. This seamless
interchange between the first and second tab allows the user to determine
whether the equalization was successful or not by viewing the results and
the score value.

e Stop equalization - This button allows the user to stop the ongoing process
of equalizing. The loudspeakers will not get any new EQ applied to them
as a consequence.

e Reset - Pressing this button will reset all loudspeakers to their original EQ
before start. This means that all calculated values will be lost and and the
EQ will return to the values it had before any equalization process occurred.

e Axis effects - Toggles the Axis built-in DSP features that are explained in
section B.1.3

List of devices

It’s possible to retrieve a list of all devices connected to the network. In this
list every device is clickable, opening up a new screen with further information
and options, such as microphone and output volume. For individual localization
purposes, it is also possible to start playing a signal from the selected speaker.
One may also perform individual loudspeaker boost or attenuation by adjusting
its equalizer to desired levels.

3.3 Setup

A standard setup of the hardware and software can be viewed in Fig. where an
arbitrary number of clients can connect to the server and request different com-
mands being executed on the devices. One client could command the server to run
the automated calibration with a predefined set of loudspeakers and microphones
while another client could retrieve information about the devices’ configuration
simultaneously. The server would in that case attempt to connect to these devices
using standard protocol SSH and feedback the client with any possible results.
As explained above, both the mobile application and PC client communicates
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with the server using the same protocol making the server unaware which client is
connected.

Figure 3.2: A standard setup using multiple clients and devices [40].

3.4 Android application GUI

The Android application updates the user in real time based on the server feedback.
Sample outputs can be viewed in Fig.

< SpeakerApplication
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(a) Intro screen. (b) Calibration. (c) Localization. (d) Speaker settings.

Figure 3.3: Sample outputs from the Android application.
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Chapter 4

| ocalization and distance calculation

4.1 Motivation

In a real, non-simulated scenario where a potential installer is instructed to cali-
brate the room’s response to a chosen number of points of interest, it is vital to
know that the specified loudspeakers are functional and placed as the customer
suspects. In case some of the devices are misplaced, the final sound configuration
could be altered in a way that decreases the overall sound experience. For exam-
ple, including loudspeakers that are supposed to be placed closer to the points of
interests, but instead are placed further away will reduce the quality of the final
result since boosting devices that is not in range of the specified point will affect
the surroundings of where the loudspeaker is actually placed. As an effect, the
localization and distance calculation acts as a sanity check for the system to make
sure everything is where it is supposed to be as well as providing an overview for
the installer of the system. It helps the installer to ensure that the loudspeakers
has been placed correctly in the room, can act as identification of a specific loud-
speaker and allows for the creation of clusters of loudspeakers. Having clusters of
loudspeakers grouped up together will help to configure all grouped loudspeakers
with the same settings or calibrate the specified group instead of an entire area.

4.2 Theory

4.2.1 Synchronization

Usually, localization is dependent on the speakers having their system clocks syn-
chronized in order to remove jitter and clock drift from the equation. This means
that both recording sound and playing sound should be synchronized in a way
such that synchronized recording should produce the same time-stamps. All Axis
devices are currently only synchronized with NTP which gives sub-par clock syn-
chronization compared to something like PTP. Since NTP does not guarantee
millisecond synchronization, it is not suitable for localization since several mil-
liseconds drifting of the system clocks will produce errors in margin of meters.
Using PTP would probably offer sufficient synchronization, but requires hardware
support. The current user scenario for the Axis products does not require millisec-
ond synchronization, which is why no hardware support is present for the moment.
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To produce sufficient localization approximations, the clock drift and jitter needs
to be eliminated mathematically since perfect synchronization between system
clocks is not possible without relevant hardware support. [32]

4.2.2 Distance calculation

Using the assumptions in section [£:2.1] the system needs to be modelled in a way
that takes the synchronization problems into account in order to calculate the
actual distances between the speakers. The time elapsed for speaker A to play a
sound until it gets recorded and recognized in speaker B can be modelled as

TAB:TpAB+AAB (4.1)

Similarly, the time elapsed for speaker B to play a sound until it gets recorded and
recognized in speaker A can be modelled as

Tga =Ty,p — Aap (4.2)

where Tap and Tz 4 is the total time for the sound to be played until it is registered.
T, , is the actual time it takes for the sound to travel the distance between speaker
A to speaker B. A 4p is the difference in time between system clocks, between A
and B. Should A and B be perfectly synchronized, A 45 would result in being 0.
Since T}, ,, represents the actual time elapsed for the sound to travel between A
and B, it is assumed that T},, , and T}, , represents the same variable. Combining

equation [£.1] and [£.2] gives the equation

TAB+TBA:TpAB+AAB+TpAB_AAB (4.3)
which results in
Tap +Tpa=2T,,, (4.4)
where T}, ,, can be solved by
Tap +Tpa
Ty, = 227104 (4.5)

which is solvable since T4yg and T 4 are known variables. The actual distance the
sound has travelled can be calculated using

s=ut (4.6)

where s denotes the distance in meters, v the speed in ** and ¢ the time elapsed in
seconds. Assuming a temperature of 20° C, the speed of sound is 343 “*, creating
the equation [33]

Sap = 3431, , (4.7)

where S4p denotes the distance in meters between point A and point B.
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423 Localization in 2D

Section [£.2.2] describes the theory behind how to obtain the distances between
different speakers. This section explains how this information will be used for
calculating a final position for all speakers, either in the form of (z,y) or (z,y, 2)
depending on if it is possible to assume that all speakers will be placed on the
same vertical level. Performing the equations described in section for all
combinations of speakers specified gives all distances between all speakers.

Speaker A calculates the distance to speaker B using the equations in section
Let’s call this distance D4p. Since no information about which direction
the sound was received is provided, A does not know anything about where B
is actually placed, hence B could be placed anywhere on the circle Cyp. A’s
coordinates are put to (0,0) to have a known starting point.

(x5 —24)? + (yp —ya)? = Dap” (4.8)
The coordinates of B can be calculated with

xp =x4+ Dapcos(a) (4.9)
ys =ya + Dapsin(a) (4.10)

where a € [0,27). This is called constraining the placement of speaker B relative
to Dap. Adding an additional speaker C to the equation system and setting the
constraints specified in equation [I.8] both to speaker A and speaker B gives the
equation system

xp =4+ Dapcos(aap) (4.11)
YyB =ya + Dapsin(aap) (4.12)
zc =24+ Daccos(aac) (4.13)
yo =ya + Dacsin(aac) (4.14)
zp = x¢ + Dpccos(apc) (4.15)
yB = yc + Dpcsin(apc) (4.16)
zc =2 + Dcpeos(acs) (4.17)
yc =yp + Depsin(acs) (4.18)

where axy € [0,27). Note that XY = Y X. Solving the coordinates for speaker
B in the example equation system above gives the constraints

xp =x4+ Dapcos(aap) (4.19)
rp = xc + Dpccos(apc) (4.20)
yp =ya + Dapsin(aagp) (4.21)
ys = yc + Dpesin(apc) (4.22)

which yields an infinite amount of solutions since axy € [0, 27).

An illustration of the 2D localization can be found in Fig. In this case
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M is the current loudspeaker in which the coordinates are already known and dj,
ds is the distances from M to loudspeaker A and B respectively. Since there are
three loudspeakers in total in Fig. there is also a third distance, d3, which is
the distance between A and B. In this example, the circles represents the different
constraints the loudspeakers have towards each other.

Figure 4.1: Example with a master speaker M and two loudspeakers
at distances dI and d2 away from it.

4.2.4 Localization in 3D

For locating the speakers in three dimensions, equation [4.8] can be extended to the
sphere equation Sap

(x5 —24)”+ (yp —ya)® + (2B — 24)> = Dap” (4.23)

which extends the circle C'4p to include the third dimension as well.
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4.2.5 Limitations

Localization in either two or three dimensions has one primary limitation which
is the infinite amount of solutions. This can be solved with straightforward brute-
forcing, by trying different values until a solution which satisfies all constraints is
found. Another limitation is the fact that the rotation in neither X, Y or Z is
solved. In order to overcome the rotation limitation, two speaker locations needs
to be predefined for two dimensions and three locations for three dimensions in
order to constraint the other speakers locations into the right rotation in space.
Calculating localization based on only the distances between speakers will yield an
infinite amount of solutions. One practical aspect to fix this is binding one speaker
to the coordinates (0,0) for localizing in two dimensions or (0,0,0) for localizing
in three dimensions which will be used as a reference for the other speakers when
calculating the other positions.

4.3 Method

4.3.1 Distance calculation

In order to realize the theory explained in the last section and to test its validity,
six C1004-E loudspeakers were placed in a small room with the dimensions 3 x 3.5
m as shown in Fig. All functionality was implemented in the C++ server
and client explained above in an attempt to automate the testing procedure as
much as possible as well as removing the human factor by allowing the tests to be
started from a remote location. Measurements of the actual distances was taken
prior to tests for generating an error matrix for verification.

Initially, the tests began with each loudspeaker consecutively playing a signal con-
taining the frequency 4000 Hz while simultaneously recording everything. Since
all loudspeakers will have information about when the current loudspeaker started
playing as well as when the rest of the speakers started playing, the distances be-
tween each speaker could be calculated pair-wise using the formulas in the previous
chapter. All recorded data was analyzed in the server using Goertzel filtering of
the chosen frequency and by applying the above theoretic viewpoint.

4.3.2 Localization

In addition to distance measurements, an additional function was implemented
using the theory behind 2D and 3D localization described above. The localization
function takes the calculated distance data as input and outputs a plot with the
locations of each loudspeaker used in the setup.



28

Localization and distance calculation

Figure 4.2: Test setup for the distance calculation and localization
tests using six loudspeakers.
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4.4 Results

441 Distance calculation

Table[4.I]shows the actual distances between every loudspeaker measured by hand,
with an allowed margin of error of + 5 cm due to measurement variations. Table
[42) shows the calculated distances using the described function. Finally, Table
3] shows the difference between Table [£1] and Table in meters. The test was
performed according to setup in Fig. 4.2. Table indicates that the localization
program performs adequately in comparison with the actual measured distances.

Speaker | A B C D E F

A 0.00 | 2.02 | 2.96 | 2.56 | 1.98 | 2.46
B - 0.00 | 2.03 | 3.2 | 2.10 | 2.54
C - - 0.00 | 2.15 | 2.19 | 1.90
D - - - 0.00 | 2.45 | 2.09
E - - - - 0.00 | 0.71
F - - - - - 0.00

Table 4.1: Actual distances between each loudspeaker in meters
according to the setup in Fig.

Speaker | A B C D E F

A 0.00 | 1.97 | 2.96 | 2.50 | 2.10 | 2.48
B - 0.00 | 1.94 | 3.26 | 2.22 | 2.70
C - - 0.00 | 2.06 | 2.14 | 1.88
D - - - 0.00 | 2.50 | 1.97
E - - - - 0.00 | 0.72
F - - - - - 0.00

Table 4.2: Calculated distances between each loudspeaker in meters
according to setup in Fig.

442 Localization

The localization algorithm is dependent on the distance calculations being accu-
rate, because of this an error margin was introduced to reflect the actual validity
of the result. As explained in section [1.2.5] it’s necessary to have a reference point
to actually compute an answer. Since the results are based on two dimensions,
any height difference between the loudspeakers are ignored and instead introduces
a higher error margin. Fig. shows the actual output from the localization al-
gorithm using the placements described in Fig. As mentioned in section [£:2.5]
the rotation is not fixed since only the distances were provided to the algorithm.
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Speaker | A B C D E F

A 0.00 | 0.06 | 0.00 | 0.06 | 0.11 | 0.02
B - 0.00 | 0.08 | 0.06 | 0.12 | 0.16
C - - 0.00 | 0.09 | 0.05 | 0.02
D - - - 0.00 | 0.05 | 0.12
E - - - - 0.00 | 0.01
F - - - - - 0.00

Table 4.3: Difference in meters between actual distance and calcu-
lated distance using data from Table[4.1]and Table[4.2] respec-
tively.

Figure 4.3: Localization results using the six loudspeakers described

in Fig.



Chapter 5

Single channel calibration

5.1 Theory
5.1.1 White noise

White noise characterizes as noise that emits the same amount of energy in all
frequencies in the defined spectrum. In theory, such a distribution is physically
unfeasible as it would mean there would be infinite energy since the frequency
resolution would be infinite. Therefore, the signal is considered white if it generates
a flat power spectrum within a specific bandwidth that covers a certain range of
frequencies. Fig. shows white noise in both frequency domain (top) as well as
time domain (bottom) [44]. Other types of noise include coloured noise such as
pink and brown noise. These noises have the distribution

P=1/f (5.1)
B=1/f? (5.2)

where P denotes the distribution for pink noise and B denotes the distribution for
brown noise. This means that there is constant energy in every octave whereas
Gaussian distributed white noise distributes the same amount of energy in every
frequency.

5.1.2 Calibration

By playing noise from the loudspeakers, the frequency response can be measured
using Welch’s method described in section [2:4] The frequency response will be
compared and adapted to the desired frequency response of the system. The
desired response will differ depending on how the specific user wants the sound to
be perceived in certain points of interest. For simplicity, a flat frequency response
is shown as an example in Fig. [5.2] green curve. Each Pol, or microphone, will
potentially contain a different frequency response profile. In Fig. [5.3] the red curve
represents the frequency response of the current recording in the specific Pol. The
blue curve represents the correction curve needed to obtain the desired frequency
response, which in this example is a flat spectrum. For example, The Axis C1004-E
loudspeaker implements a 9-band parametric EQ, which will be the final result of
the correction curve. Since it’s desired for the method to be as general as possible,
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aaaaaaa

Figure 5.1: White noise represented in both the frequency domain
and the time domain.

all calculations are done in high resolution before truncating the results to fit the
specified EQ. In total, there will be three steps to be performed before truncating
the results into the specified EQ. These steps will henceforth be called profiles.
This method is described by

Pr=P+P+P+C (5.3)

where Pr represents the final non-truncated result. P;, P> and Pj are different
profiles that will be applied in order to produce the final result. C' represents
the adjusted gain in dB. Since it should be possible to adjust both the frequency
spectrum and the sound level, adding C' to the final profile adjusts the sound level
to the reference point specified by the Pol. The reference sound level is relative to
the microphone calibration and is specified in dBFS. As the customer might request
different sound profiles for the various Pols, the loudspeakers will receive a different
C' depending on which Pol they affect. That is, should the microphone record a
certain sound level that differs from the desired sound level, the loudspeakers will
receive a specific C' to compensate for the difference between the actual recorded
gain and the desired recorded gain. C' will not affect the frequency spectrum since
it is only a change in gain. The desired level for each Pol are provided as input to
the system.

Profile P,

P, denotes the difference between what the microphone recorded, P;, and the
desired profile, Py, which in our case is the flat spectrum. Fig. shows an
example of P; and P¢. The blue curve in Fig. displays the inverse of P;, which
combined with P; will result in P;. In simple terms, P, is the correction curve
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Figure 5.2: P; and Py example comparison. The green curve rep-
resents the desired frequency response and the red curve repre-
sents the measured frequency response in the Pol.

needed to reach P¢. Both P; and Py are measured in dBFS, where P; is only the
difference between them specified in relative dB as the right Y-axis shows.

Actual spectrum vs desired spectrum vs correction

Hz
Figure 5.3: Example of P; where the red curve represents the mea-
sured frequency response P; at the Pol and the blue curve repre-
sents the correction profile P; needed to reach the green target
curve Py.

Profile P

P; represents the physical hardware limitations of the equipment used, for example
the frequency range of both the loudspeaker and the microphone. P; is an optional
step which controls how roughly the method will apply the correction adjustments
on parts of the frequency spectrum where the equipment is limited. For example,
using the loudspeaker Axis C1004-E and the microphone Axis T8353 will produce
a hardware profile that can be seen in Fig. [5.4l The graphical representation will
provide a decent indication of where the cut-off frequencies are specified using the
data-sheet for the C1004-E and T8353. As shown in Fig. [5.4] the hardware is
capable of performing around roughly 100 Hz to 17 kHz before attenuating the
gain due to hardware limitations.

Combining the hardware limitations with P; shown in Fig. yields the profile
P, displayed in Fig. [5.5] where the magenta curve represents the applied hardware
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profiles and the blue curve represents P;. Examining the magenta curve, it can be
observed that applying the hardware profile in this case attenuated the correction
magnitude for the specified hardware limited frequencies mentioned above. The
correction magnitudes between the lower and upper hardware limitations are not
adjusted since the hardware performs adequately within this range. Since boost-
ing the frequencies outside of the hardware limited frequency range is unlikely to
make any difference to the final sound profile, P, prevents unnecessary boosting
which results in lower power consumption since the loudspeakers does not have to
output as much energy.

Correction vs hardware profile
—

dB
°
T

| . . | . . N S|
10% 10° 10*
Hz

Figure 5.4: P, is the magenta curve and the blue curve represents
the correction curve to reach the flat response P;.

Applied hardware profile
T

| L L L o | L L L L |
102 10° 10
Hz

Figure 5.5: Example of adding the hardware profile P; to the correc-
tion curve P;. The magenta curve represents how the resultant
curve will look like and the blue curve represents P;.

Profile P;

Pj5 is an optional step to further colour the sound based on a specific customer
profile, if desired. It is plausible to think that some customers would want certain
frequencies boosted, for example the frequencies responsible for the bass and treble.
If the customer has no request for further colouring, P3; will result to zero and
combining P, and P3 will still produce P,. Applying a P3 profile, will result in
a new frequency spectrum appearance which is achieved through a change in EQ
settings.
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Profile Pr

Pr represents all of the profiles combined and represents the final adjustment. In
order to apply Pr to the specified hardware, Pr is truncated in different ways. The
C1004-E’s 9-band EQ only allows for adjustments in 9 different center frequencies.
In this case, Pr is truncated to the 9 center frequencies in the C1004-E’s EQ and
adjusted to fit the final compensation curve. Fig. displays an example of
truncating Pr into a specific profile, which in this case represents the C1004-E’s
9-band EQ. Each blue dot along the curve represents the boosting or attenuation
for each particular frequency band in the EQ.

Final result vs truncated EQ
T

dB
°
T

Figure 5.6: The final compensation curve. The magenta curve
represents Pr and the blue curve represents the final EQ settings
truncated from Pr.

5.1.3 Correction factor

With the intention of adjusting the EQ as precisely as possible, there was a need
to measure the correlation between EQ settings to the DSP and the output from
the loudspeaker to detect any anomalies. For example, boosting a specific center
frequency with  dB should produce a boost of z dB in the recorded signal at the
reference microphone of that frequency. Should the previous assumption prove to
be false, a correction factor would need to be applied to the EQ settings. This can
be modelled as

cp =2 (5.4)

Ty

where z; and yy are the adjusted gain for the frequency f on the DSP and the
corresponding recording gain at the microphone, respectively, and where Cy rep-
resents the quota between the actual gain and the recorded gain at frequency f.
It is assumed that C'y < 1 since boosting a certain amount of energy should not
produce any additional energy beyond that. Should C'y deviate from 1, it is consid-
ered an anomaly. Since the hardware might perform differently emitting different
frequencies, it is plausible to introduce a correction factor for every EQ band, de-
noted as C'y; where the quota between the actual gain and the desired recorded
gain is measured in the center frequency for band b. If any band is considered an
anomaly, measures have to be taken into account when adjusting those specific
bands to eliminate the difference between desired change and actual change. In
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other words, if a correction factor is needed, the actual EQ setting xy, ., can be

modelled as 1

= — 9.5
xfnew Cf,b :Ef ( )

where x ¢, denotes the adjusted EQ setting and xy the desired gain.

52 Method

One test were conducted in an anechoic chamber in the E-building at LTH. The
anechoic chamber is displayed in Fig. 5.7} An anechoic chamber is used as a ref-
erence for further testing since any reverberations will not be present, making the
sound propagate the same way for every test. Every test presented in this section,
excluding the distance attenuation test, was conducted using one loudspeaker,
Axis C1004-E, and one microphone, Axis T8353.

Figure 5.7: Anechoic chamber in E-building at LTH.

5.2.1 Distance attenuation

To measure how the sound dissipated with distance, a distance attenuation test
was formed for validating the multi channel calibration model presented in section
The distance attenuation test was performed by placing the loudspeaker in
one of the corners and measuring the sound pressure of the diagonal towards the
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opposite corner. White noise was played as the measurement signal. Instead of
using the Axis T8353 microphone, this test was conducted using the Briiel & Kjeer
reference microphone mentioned in section A reading of the sound level was
recorded at 1 m, 2 m, 3 m, 4 m and 5 m.

5.2.2 Calibration

For the single channel calibration, two different types of tests were conducted. The
first test was conducted by playing white noise for 30 seconds to ensure that enough
energy has been recorded for accurately measuring the frequency spectrum using
Welch’s metod described in section The second test uses a signal containing
all the center frequencies of the specified EQ, in this case the DSP in C1004-E.
Since the signal only contains the 9 center frequencies, there is no need to play the
signal for 30 seconds as in the first test due to the fact that each frequency present
will have enough energy for accurately calculating the magnitudes using Goertzel
filtering. Instead, the signal is played for 3 seconds for a quicker calibration. All
tests have summarized in Table The 9 frequency signal will be denoted tonal
signal in the rest of this project.

Signal ‘ Length ‘ Microphones ‘ Loudspeakers
Tonal signal | 3 seconds 1 1
White noise | 30 seconds 1 1

Table 5.1: Single channel calibration tests.

For every test, a 30 second sequence of white noise was recorded before and after
the test to produce an overview of the sound image before and after the calibration.
Choosing a 30 seconds white noise signal was a trade off between spectrum mean
averaging to ensure enough energy was received versus output gain. Both changing
the signal duration as well as the output gain would affect the correct spectrum
mean averaging. A duration of 30 seconds was a good trade off since the gain used
did not damage the loudspeaker and the microphone received enough energy to
estimate the spectrum accurately using Welch’s method. The following list sums
up the test procedure:

1. White noise - 30 seconds.
2. Specific signal according to Table [5.1]
3. White noise for verification - 30 seconds.

After the specific signal was recorded, the recording was analyzed and new EQ
profiles were suggested using the profiling theory described in section Since
the theory in section [5.1.2] assumes that the full frequency spectrum according to
the hardware limitations is measured, the tonal signal was analyzed using Goertzel
filtering in the center frequencies and the difference to Py was set as the final
EQ settings to the loudspeaker’s DSP. The frequency response of the first white
noise sequence was compared to the white noise verification, which represents the
calibration result. Results of these tests can be seen in section
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5.2.3 Correction factor

To test for any anomalies in the loudspeaker’s output, the correction factor de-
scribed in section [5.1.3| was tested using the same tonal signal used in section [5.2.2)
since it contains all center frequencies for the C1004-E’s DSP EQ. The test was
modelled as an iterative process where every iteration would apply a boost of 3
dB for each EQ band, for a total of 4 iterations excluding the reference iteration.
For every iteration, the magnitude of each EQ center frequency was measured and
compared against the previous value. Hence, the desired value was 3 dB in this
test as described in section [5.1.3} This iterative process was repeated 100 times to
ensure that enough data was collected for averaging. The testing procedure is de-
scribed in more detail in Table[5.2] The data from each iterative process was then

Boost | Recorded CF

0 dB So reference
3 dB S3 ks
6 dB Se =
9 dB Sy 565%
12 dB S12 SQJF%

Table 5.2: Correction factor tests describing one full iterative pro-
cess, where S, denotes the sound level recorded for x boosting.

averaged with the other repetitions to calculate a mean value for the correction
factors. The standard deviation of all samples was calculated as well to validate
the results.

5.3 Measurements and results

5.3.1 Distance attenuation

Performing the distance attenuation test yielded a result where the sound level
attenuated approximately 3 dB per meter, or in terms of linear power, 50% lost
for every meter. Detailed results are presented in Table [5.3]

Distance | Sound level
1m 84 dB
2 m 81 dB
3 m 76 dB
4 m 74 dB
5 m 71 dB

Table 5.3: Results of the distance attenuation test.
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5.3.2 Calibration

Anechoic chamber

In the anechoic chamber the setup was one loudspeaker and one Pol. The fre-
quency response figures demonstrates pre- and post-calibration curves in the same
figure with the red curve exposing the frequency response before any adjustments
and the green curve representing the frequency spectrum after applying new EQ
settings. Tests in the anechoic chamber was done in three ways: calibrating using
white noise and the tonal signal and adjusting to a certain sound level in dBFS.
The EQ settings the loudspeaker received after all profiles were applied can be

seen in Fig. and Fig.
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Figure 5.8: Frequency response in Pol using white noise signal as
calibration method.
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Figure 5.9: Frequency response in Pol using tonal calibration.

In order to verify that the results were efficient, the SD was used as measure-
ment in both the pre- and post-calibration. The SD o was calculated using the
mean value from each octave band for the specific Pol, specified in dB. As seen
in table three different gain values are presented. The first Gy fore represents
what the current gain was before any changes were made to it. Giarge¢ shows to
what level the Pol was calibrated for and Ggyter is the resulting gain value that
the microphone received post-calibration in dBFS.
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Figure 5.10: EQ values applied to the loudspeaker using noise cali-
bration.
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Figure 5.11: EQ values applied to the loudspeaker using tonal cali-

bration.
Test ‘ Pol ‘ Obefore ‘ Oqfter ‘ Gbefore ‘ Gtarget ‘ Gafter
White noise | A 2.46 0.20 -19.62 -30 -30.22
Tonal signal | A 2.46 2.84 | -19.62 -30 -34.59

Table 5.4: Standard deviation before and after calibration as well as
current gain, anticipated gain and resulting gain.
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Reverberation chamber

A single channel setup was also tested in a normal room with reverberations. The
test with one loudspeaker and one Pol in this room was performed using only the
white noise calibration. Table shows results from the test.
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Figure 5.12: Frequency response in Pol using white noise as cali-
bration method.
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Figure 5.13: EQ values applied to the loudspeaker using white noise
as calibration method.

Pol ‘ Obe fore ‘ Oafter ‘ Gbefore ‘ Gtarget ‘ Gafte'r
A | 593 | 297 | 46.67 | -45 | -44.87

Table 5.5: Standard deviation before and after calibration as well as
current gain, anticipated gain and resulting gain.

5.3.3 Correction factor

Since the correction factor test was repeated 100 times to form an accurate average,
both the mean and SD was calculated. For all the 9 bands the C1004-E’s DSP
offers, the CF for each band implied a convergence towards 1, except for the
lowest 63 Hz band. Detailed results from the CF test is presented in Table
Frequencies below approximately 70 Hz are not reliable in terms of recording due
to equipment limitations and poor shielding, which the SD of band 63 Hz shows.
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Band CF | SD
63 Hz 0.87 | 0.74
125 Hz | 0.95 | 0.07
250 Hz | 0.98 | 0.11
500 Hz | 0.98 | 0.08
1000 Hz | 0.97 | 0.07
2000 Hz | 0.98 | 0.09
4000 Hz | 0.87 | 0.17
8000 Hz | 0.98 | 0.02
16000 Hz | 0.98 | 0.07

Table 5.6: Results of the CF calculation tests.
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Multi channel calibration

6.1 Theory

6.1.1 Interference

Interfering waves is the phenomenon where two waves with correlated frequencies
or sound sources are combined forming a resultant wave of either greater, lower
or the same amplitude depending on their phases relative to the other. Wave
interference is observed with all types of waves, including sound waves. The am-
plitude of the resultant wave is entirely dependent on the relative phase between
the waves. When the phases are in synchronization, the resultant amplitude will
result in the two waves combined, also called constructive interference. When the
phase is shifted by 7, the wave is cancelled out, called destructive interference. In
other cases, combining waves results in vector addition. Combining two sounds
with the same phase will create a resultant wave with the amplitude of the two
waves combined. [43]

6.1.2 Calibration

Compared to the single channel calibration, calibrating the system using an arbi-
trary amount of loudspeakers and points of interest introduces additional problems
that needs to be taken into account. Based on the theory about wave interference in
section and how it will affect certain frequencies differently in certain points,
the calibration should not be performed by playing the calibration signal simulta-
neously in all loudspeakers. Doing so introduces non-constant wave interference
due to the fact that playing noise will make the loudspeakers cancel each other
out in certain frequencies, and cause constructive interference in other frequencies.
The non-constant error originates from the lack of synchronization between the
different loudspeakers due to the network-distributed buffering of sound samples.
Different synchronization in every test will lead to different interference in different
frequencies which won’t represent the actual performance of the calibrated room.
In order to overcome this problem, every loudspeaker plays the calibration signal
consecutively to eliminate the effect of wave interference [43]. Another problem
with the multi channel calibration is that different points of interest will, proba-
bly, request different equalization profiles for every loudspeaker since the transfer

43
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function for the room will be different depending on where the Pol is located. This
will be taken into account and a possible solution is laid out in the next section.

6.1.3 Equalization distribution

When utilizing multiple Pols in the tests, each microphone will receive a certain
amount of energy from each loudspeaker in the room. To acquire a flat frequency
response in the Pols, one must therefore adjust the loudspeaker equalizer accord-
ing to how much energy every Pol received from each loudspeaker. Loudspeakers
in proximity to a specific Pol should be affected more by the close point than Pols
further away since the final equalizer settings for that specific loudspeaker will not
propagate as well to those points further away as shown by the distance attenu-
ation test in section [5.3.1} The distance attenuation test shows approximately 3
dB/m attenuation, which translates to 50% of the power lost for each meter the
Pol is moved from the speaker [42].

Placing two speakers 1 m and 2 m respectively from a Pol would therefore show
that the Pol would pick up half the energy from the loudspeaker furthest away
compared to the close speaker. The total amount of energy received would there-
fore translate to 100% from the close loudspeaker and 50% from the loudspeaker
further away. If the total energy received is normalized to [0, 1], this case would be
0.66 from the close loudspeaker and 0.33 from the speaker further away. This prin-
ciple is repeated for every available equalization band since different loudspeakers
can be positioned in different ways, boosting certain frequencies even though they
are positioned further away than other loudspeakers. This repetitive procedure is
modelled as

n Ly
S;p = M. 2 6.1
b jz::l b Ltotal,b ( )

where S denotes the final EQ setting for band b, i the current speaker, M; the
current microphone, b the current equalization band, n the total amount of mi-
crophones and L; the received energy from loudspeaker i to microphone M; and
Liotq; the total amount of energy received in every microphone from loudspeaker
i.

6.1.4 Gain distribution

As specified in section [6.1.3] the settings requested by the Pols should be weighted
against each other since all changes will affect all points. Different Pols might
request different sound levels as specified by the problem formulation. Section
models a repetitive procedure to weight the different EQ settings specified
by the Pols. Adjusting this model to apply for distributing gain can be modelled
as

G; = M;— 6.2
; ’ Ltotal ( )

where G' denotes the change in gain, 7 the current loudspeaker, M; the current
microphone, n the total amount of microphones, L; the received energy from
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loudspeaker 7 to microphone M; and L¢oq; the total amount of energy received in
every microphone from loudspeaker 1.

6.2 Method

In the multi channel calibration, different setups of loudspeakers and microphones
was used. As with the single channel calibration, two different signals was used
as different calibration methods where white noise was played before and after
the calibration for verification, as described in section Many tests were
conducted, where different parameters was adjusted. The parameters included
amount of loudspeakers and Pol, calibration signal, test environment and sound
level in different Pol. Table [6.1] describes the setups and the results can be found
in section [6.3] The tests selected for the result section was representative for the
method’s performance and therefore showing frequency responses from all tests
would be redundant and has been omitted. The specific signal in Table was

Room ‘ Signal ‘ Loudspeakers ‘ Microphones
10.5 m x 7.5 m | White noise 4 4
Tonal signal 4 4

Table 6.1: Test setup for the multi channel test.

played consecutively from each loudspeaker in order to avoid interference. Lastly,
the white noise signal was played again as verification as mentioned before.

6.3 Measurements and results

6.3.1 Calibration

The multi channel calibration had a setup according to Fig. [6.1} Four loudspeak-
ers and four microphones were used. Two tests were conducted, one using the
tonal signal for calibration and one using white noise for calibration. In the setup,
Pol H and G was placed in the center of tables and chairs, which is heavily utilized
during lunch and break hours. Pol E was placed in front of the elevators and the
staircase, where many people pass by during a normal day. The last microphone,
Pol F, was placed at the meeting area of the room, where stand-up meetings occur
on daily basis in front of several white boards.

The frequency response figures demonstrates pre- and post-calibration curves in
the same figure with the red curve representing the frequency response before any
adjustments and the green curve representing the frequency response after apply-
ing the suggested EQ settings by applying the equalization distribution theory.
The EQ values each loudspeaker received after all profiles were calculated and
set can be seen in Fig. and Fig. for calibration using white noise and
calibration using the tonal signal, respectively. Blue curve represents loudspeaker
A. Red curve represents loudspeaker B. Yellow curve represents loudspeaker C
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?

Figure 6.1: Setup of loudspeakers A-D and points of interest E-H
in the reverberations room.
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and purple curve represents loudspeaker D. Table and Table shows the
SD results for Pol E-H according to setup in Figl6.1] and the achieved gain when
calibrating using white noise and the tonal signal, respectively.
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Figure 6.2: Frequency response in Pol E using noise calibration.
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Figure 6.3: Frequency response in Pol F using noise calibration.
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Figure 6.4: Frequency response in Pol G using noise calibration.
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Figure 6.5: Frequency response in Pol H using noise calibration.
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Figure 6.6: Frequency response in Pol E using tonal calibration.
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Figure 6.8: Frequency response in Pol G using tonal calibration.
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Figure 6.10: EQ values applied to each loudspeaker noise calibra-
tion where the blue, red, yellow and purple curves represents
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Figure 6.11: EQ values applied to each loudspeaker using tonal cali-
bration where the blue, red, yellow and purple curves represents
loudspeaker A, B, C and D, respectively.

Pol ‘ Obefore ‘ Oafter ‘ Gbefore ‘ Gtarget ‘ Gafter
E 3.33 1.15 | -31.80 | -45.00 | -44.38
F 3.69 1.33 | -37.13 | -50.00 | -47.32
G 3.66 0.73 | -36.67 | -45.00 | -46.96
H 3.91 1.62 | -37.38 | -40.00 | -48.51

Table 6.2: Standard deviation before and after calibration as well
as current gain, anticipated gain and resulting gain when using
white noise calibration.
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Pol ‘ Obefore ‘ Oqfter ‘ Gbefm“6 ‘

Gtarget ‘ Gafter

E 2.95 2.55 | -40.62
F 2.83 1.39 | -46.01
G 2.86 2.51 | -45.55
H 3.56 232 | -46.01

Table 6.3: Standard deviation before and

-45.00 | -49.97
-50.00 | -55.66
-45.00 | -55.04
-40.00 | -55.82

after calibration as well

as current gain, anticipated gain and resulting gain when using

tonal calibration.
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Conclusion

The localization and distance calculation method proved to work very well as it
calculated the coordinates for each loudspeaker accurately as seen by the results.
It can be assumed that the method assures fairly accurate positions with setups
in similarity to the testing setup. However, should there be obstacles in room, for
instance walls or clothing racks, there may be a minor disturbance in the signal
transmitting which could affect the calculated distances and thereby distort the
results since any direct waves will be blocked.

Both the single and multi channel calibration shows results where the overall
sound image has improved in every Pol, showing that the equalization distribu-
tion theory works properly. Using either the tonal signal or white noise as the
calibration signal proves to be more effective than not calibrating at all, as shown
by the frequency response curves and SD for each octave band. Furthermore, it’s
evident that using white noise as calibration was superior to using the tonal sig-
nal for calibration in terms of reaching the target frequency response. However,
both methods have their strengths and weaknesses in the form of effectiveness and
time consumption. The white noise method proves to be more effective than the
tonal signal in terms of results, whereas using the white noise method would mean
a calibration where each loudspeaker in the system requires 30 s of white noise
for the calibration to be accurate, which scales linearly with the number of loud-
speakers. Using the tonal signal for calibration proves to be considerably faster
with only requiring 3 s per loudspeaker scaling linearly. As the anechoic chamber
has no reverberations or other similarities to a real environment, the frequency
responses were already relatively flat before any adjustments. That means the
post-calibration response was not very different from the pre-calibration response.
The Pol calibration was successful as it came very close to the desired sound levels
when using the specified distribution algorithm, especially while using the white
noise calibration. It should therefore be plausible to suggest a desired sound level
for the post-calibration.

For use in real environments, the last and first step of the calibration will not be
needed in the final product as it only acted as a verification in the testing phase to
confirm the feasibility of the method of generating a flat frequency response. The
calibration needed for the system in real environments involves playing the 30 s
white noise signal from all included loudspeakers consecutively. Afterwards, the

o1
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loudspeakers may be individually adjusted to fit a certain customer sound profile.
Another aspect to take in to account is the prospect of the developed method, it
could be expanded to entail even more features and functions depending on which
loudspeaker it is used on, which could lead to even more optimization. An EQ
containing more frequency bands than 9 will likely get a more flat result in the
frequency response correction curves as it allows adjustments to more points in
the spectrum. The width of the bands in the EQ used makes it hard to adjust
certain frequencies without affecting nearby that you wish to remain unchanged.
With more bands this could have been avoided as each band would have been
more narrow which could allow peaks to be attenuated fully without attenuating
more than needed on nearby frequencies.

However, using the C1004-E loudspeaker and the T8353 microphone posed sev-
eral limitations. Since networked devices will not achieve perfect synchronization,
this has to be taken into consideration when formulating the sound image cor-
rection method. Verifying Pol with multiple loudspeakers will generate frequency
responses with different results due to clock drift and synchronization problems,
especially while using tonal signals. To overcome this limitation, the method pro-
posed uses noise as verification to minimize interference between loudspeakers.
Due to poor shielding and loudspeaker output limitations, frequencies below 70
Hz could not be reliably recorded, as shown in the correction factor results. Since
the results of the CF tests are close to 1, the CF was decided not to be included in
the final implementation. That is, the calculations for the single and multi channel
calibrations were done without the use of the CF.

7.1 Future work

The whole thesis was based upon the potential of networked loudspeakers and mi-
crophones. Passive loudspeakers connected to a central amplifier will always have
better synchronization compared to networked loudspeakers, which proved to be
lacking synchronization-wise. Using the assumption of having perfect synchroniza-
tion of devices opens up the possibility of calibrating the whole system at the same
time instead of running every device consecutively. This is something that can be
investigated in future work. There could also be different ways of distributing EQ
settings to different loudspeakers based on different parameters instead of using
the recorded magnitude as an absolute method which could be something to in-
vestigate in the future. The results are heavily dependent on the filtering method
used which leads to the conclusion that having more bands to adjust would lead
to an improved result. There might also be possible to use frequency sweeps for
the calibration in order to get the advantages from both the tonal signal and the
white noise.
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