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Abstract

A bidirectional serial link on-chip implementation is going to be assessed so as to
set the option of using it as a replacement of the actual parallel interconnection
used to transfer data between different memory banks in an embedded low-power
memory unit. Asynchronous communication is the protocol selected and current
mode pulse signaling is the technique used to transfer data. A 32-bit data packet is
transmitted with a throughput of 10.66 Gbps. The interconnect was designed using
28nm CMOS BULK technology from TSMC and was simulated with Cadence
Analog Spectre; it occupies 902.21 μm2 and consumes 4.93 pJ/bit. The research
was done in collaboration with the company Xenergic.
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Popular Science Summary

Electronic devices play an important role in different aspects of our daily lives. We
are surrounded by gadgets that possess a lot of features and in order to make this
possible, the integration of different systems within a single chip is necessary. The
development of new technologies and innovation in circuit design are required in
order to be able to increase the functionalities of a chip, optimize area and minimize
energy consumption. Among different types of circuits that exist, memories are an
important element and one of the biggest building blocks within a chip, so when
designing memories, area is always a concern and a parameter to optimize.

The information that is going to be used and processed by other circuits, is
usually stored and read from a memory. This information (data) will be transferred
across different functional units and in order to do so, wires routed in parallel
are commonly used. This is a critical aspect that needs to be improved since
it represents a high area cost. Moreover, different phenomena arise when having
metals routed in parallel, which in turn represent a detriment in the overall system
performance.

That is why this thesis aims to assess the cost of replacing the parallel inter-
connection with a serial link in order to optimize area. One of the concerns of
doing so, is to be able to transfer the same amount of data per unit time as with
a parallel link. The reason of it, is that in order to make this possible, the system
needs to operate at higher clock frequencies.

On-chip communication can be synchronous, meaning that transmission and
reception of data are both coordinated with one another by using the same clock
signal, or it can be asynchronous, meaning that the transmitter and the receiver
are timed independently from each other. In this thesis, the asynchronous com-
munication protocol is implemented, since it is simpler and less expensive.

Data representation and proper modeling of the transmission channels are nec-
essary in order to design the system’s circuits. Proper architectures were selected
in order to accomplish data transfer at the required speed.

The initial assessment results show that the proposed system is a viable solu-
tion for intermemory communication that can be implemented as a way of memory
design optimization.
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Chapter1
Introduction

Thesis Motivation

Today’s systems on chip integrate a large number of analog and digital circuits,
being embedded memories the ones that occupy the largest area in a die, around
60% - 70% and 75% - 85% of the transistor count in some of today’s ICs [1]. Dif-
ferent memories are available to choose from, according to the required purpose
on the SoC and specific design criteria. SRAM memories represent a good com-
promise between speed, power consumption and area occupation among different
embedded memory solutions and because of that, they are the preferred memory
type for applications like cache memories in microprocessors and ASICs. As new
technologies emerge, the scalability of such memories is achieved by employing
different design techniques and architectures. For instance, in [2] the number of
bits per bitline is reduced where the target memory macro is selected using a
new decoding and multiplexing scheme achieving energy efficiency. However, a
higher number of memory banks and more data buses are necessary to maintain
the memory’s capacity, making inter-memory communication more intricate.

It is a common practice to transmit data between memory banks using parallel
buses, providing high-throughput at the cost of large area occupation and higher
power dissipation, added to a limited performance due to coupling effects such as
crosstalk and complex routings. The latter is also limited to the available clock
rate and skew [3]. Moreover, delay uncertainty introduced by repeaters, layout
parasitic effects and process variations [4] have also a big impact on the quality
and speed of transmission as well as in signal degradation along the interconnect.

One alternative to bit-parallel buses is to have a bit-serial interconnection.
Several advantages derive from this type of communication, such as less parasitics,
smaller area occupation and reduced power consumption since less number of wires
are needed to transmit data. However, the major challenge when implementing a
serial communication link is to maintain the same throughput as with its parallel
counterpart. An implementation of the aforementioned alternative is presented as
a proof of concept in this thesis along with an initial area and energy assessment
aiming to provide an option to minimize memory area.
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2 Introduction

Project Specifications
The objective of this project is to design a high-speed link for bit serial transmission
in 28nm CMOS BULK process. The specifications are set by the existing memory
to which the present link is going to be integrated .

Specification Value
Throughput 10.66 Gbps
Packet’s Size 32 bits
Max. Available Area 1500 μm 2

Routing M4 and M6

Table 1.1: High-speed serial link design specifications

In addition to the requirements specified in table 1.1, the serial link should be
able to transmit and receive data at both ends (bidirectional), passive devices can
not be used and layout parasitics should be minimized.

Thesis Organization
The outline of this thesis is listed below:

• Chapter 2: technical knowledge collected during the development of this
project is presented so as to have an understanding of important concepts
in which the design is based on.

• Chapter 3: the system model is presented along with design considerations.

• Chapter 4: it consists of the design process of all the circuits involved,
including detailed explanations of the selected architectures in each case.

• Chapter 5: layout design is discussed.

• Chapter 6: the results that were obtained in pre and post-layout simula-
tions are examined and compared.

• Chapter 7: conclusions are drawn and future work is mentioned.



Chapter2
Background Research

Common Terminology
Link: the medium through which information travel from source (transmitter)
to destination (receiver). For this project, the link is the wire, and its design
involves not only the physical connection between receiver and transmitter but
driver and load as well.

Packet: a set of information that is going to be transmitted along the inter-
connects. It can contain control and data bits from memory.

Symbols: a symbol refers to a certain state of the channel with a specific
duration of time. Their purpose is to represent data, as it is encoded either in
each unit or within state changes. The unit interval is the lapse between transitions
and it can be measured on an eye diagram.

Latency: it is the time that it takes for a packet to travel along the channel.
From the time it is sent until it is received at the end where it is going to be
processed.

Throughput: this is the real amount of data that traverse the interconnect.
The value is a metric of the actual system’s performance and it can be affected by
different external factors. It is expressed in bits-per-second.

ISI: Intersymbol interference refers to the effect that causes a distorted sig-
nal when one or more symbols interfere with each other while being transmitted
causing noise on the arriving signal at the receiver. Different causes provoke this
phenomenon such as multi-path propagation (in the case of wireless communica-
tion), limited bandwidth, reflections, signal delays, etc. As this is undesirable in
communication systems, its occurrence must be minimized . One way of doing so,
is by implementing equalization techniques and error correcting codes [5].

3



4 Background Research

LEDR: Level-Encoded Dual-Rail signaling protocol is an NRZ encoding scheme
based on binary current sensing [6]. That is, the signal traveling along one pair
of wires changes its value every time a new bit is transmitted. This scheme is
delay insensitive and it encodes one bit of data in a pair of wires (or rails). One of
the wires will contain data information and the other one will contain the phase
that corresponds to each data bit. The advantages of this scheme include that
there is no need to send a reset bit in between data bits (NRZ) which represents
a significant system-level throughput asset. Moreover, it also increases energy
efficiency, since only one transition occurs on the wire per data transfer [7].

Crosstalk: the capacitance between two or more adjacent wires causes an unde-
sired transfer of signals among different communication channels. The importance
of this effect is more relevant for long wires and it increases with high switching
frequencies of the signals traveling along these conductors. As it is shown in Figure
2.1, if the signal in wire0 is meant to maintain its actual state and a neighbor-
ing signal (in wire1) switches, the latter will introduce noise to the former. In
this case, wire0 will be the victim and wire1 will be the agressor [8]. In order to
minimize crosstalk, different approaches can be taken:

• Maximize spacing between wires running in parallel or avoid parallel routing
altogether.

• Add shields to critical signals.

• Interleave buses with different switching times.

• Implement crosstalk cancellation techniques such as staggered repeaters,
charge compensation, and twisted differential signaling [9].

A B
Cadj

Cgnd Cgnd

Aggressor Victim

False 

Switching

Crosstalk

Figure 2.1: Crosstalk between two adjacent wires A and B

Random Binary Data
A serial data signal is a binary sequence of logical "0"s or "1"s that carry infor-
mation. The speed of this data type is based on the bit rate and determines
the channel capacity [10]. If the time interval corresponding to each bit is (Tb)
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seconds, the bit rate is Rb and it is given by:

Rb =
1
T b

bits

second

.
If the logical "0"s are represented by a zero voltage or current, the DC content

(or average value) is non-zero whereas in a zero DC content signal both "1"s and
"0"s have equal values but with opposite polarity. A binary sequence of random
generated data can contain long chains of either "0"s or "1"s (runs) (see Figure
2.2). In other words, the signal exhibits a "low transition density", which in turn
provokes failures and makes transceiver operations more challenging in general.
According to optical communication standards, the maximum "run length" may
be as long as 72 bits and to avoid exceeding it, data encoding is implemented at
the transmitter [11]. Data bits are usually accompanied by extra bits that denote

tRun

Run

Figure 2.2: Long run in a random data sequence

data validity, contain control information or are meant to perform error detection
and correction. These type of bits are called overhead and along with data bits
are part of a protocol frame or transmission packet.

Data Formats

There are different formats to represent data, among which are: NRZ, RZ, 8B/10B,
Manchester coding, amplitude and FSK coding.

• NRZ and RZ Data:
In NRZ each bit is represented either by the high or the low state of a pulse,
which has a predetermined duration. This format is highly employed in
high-speed applications.
RZ data consists of pulses that last half bit period, going back to the low
state afterwards. This means that in between two symbols containing infor-
mation, there exists a "0" symbol. One of the drawbacks of this format is
that bandwidth occupation is twice as much as with NRZ data [11].
The aforementioned formats don’t contain any clock information while in
low state and have DC content.

• 8B/10B Coding:
In order to have a DC balanced signal and limit the maximum "run length",
the overhead is increased by 25%, i.e. instead of having 8 bits, the sequence
is increased to 10 bits with a maximum run length of 5 bits.

• Amplitude and FSK coding: Sine waves are used for encoding data
signals instead of square-wave signals. Amplitude, frequency and phase



6 Background Research

modulation are possible. The signal spectrum of sine wave signals lacks
harmonic waves, thus making it easier to comply with EMC specifications
[12].

• Manchester coding: In this format, the phase angle of the signal contains
the bit information. It has no mean values and it is rarely used in high
speed systems [11].

Parallel vs Serial Communication
Parallel communication relies on N parallel wires that can carry N bits at the same
time, whereas serial communication employs one or two wires to transfer one bit
at each time. Among the differences in between these two types of communication
are:

• Parallel links operates at the "RC" region while serial links operate at "RLC"
region [3].

• There is low coupling noise in a serial link, since different signaling schemes
can be employed in order to mitigate crosstalk.

• The skew in a serial link is much smaller than in a parallel link [3]. It can
be neglected since communication will be delay insensitive (all the symbols
will have the same delay).

• Area occupation of a parallel link increases with the size of a data packet,
whereas for the case of a serial link it remains the same.

Memory

 Bank
Memory

Bank

Memory

Bank
Memory

Bank

(a) Parallel link

Memory

 Bank
Memory

Bank

Memory

Bank
Memory

Bank

(b) Serial link

Figure 2.3: Replacement of parallel bus with serial link

In Figure 2.3a the connection in between memory banks is shown as parallel
buses. These connections are the ones that are replaced by a serial interconnect
(Figure 2.3b).
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Asynchronous Serial Data Communication
As the number of devices in a single chip increases with each new technology,
clock distribution among all the blocks as well as synchronization to a reference
clock become a serious task. One way to overcome this challenge is by having
independently clocked subsystems that interact with each other. By doing this,
idle modules can be powered down and clock skew related timing failures are
compounded to locally synchronous subsystems [13]. In the memory context in
which this system is intended to work, area occupation is the major concern, so
the implementation of a clock generating and recovery circuits (PLL and CDR) is
avoided by making the communication asynchronous.

Asynchronous communication relies on how the signals are going to be sent,
since both ends of the transmission channel keep timing independent from each
other. Some considerations need to be taken into account when attempting this
type of communication between two different entities. For instance, the amount of
data that is going to be transferred (number of bits), how this is going to be repre-
sented (signaling scheme) and the rate at which it is going to be transmitted and
received. In asynchronous communication links, the LSB arrives first and one of
the drawbacks is the large overhead, since several bits are needed for transmission
control.

Pulse Signaling Scheme
The serial link employs pulse dual-rail encoding scheme to transmit data as it
enables pulse signaling as well as differential signaling. The aforementioned tech-
niques, used along with each other, eliminate the need of data decoding logic
implementation. With this scheme, two wires are used to represent data. One
wire represents bit "0" and the other one represents bit "1". When a valid bit is
transmitted, there is a pulse and no-pulse pair on the wires.

For every clock cycle a bit is transmitted, however the pulse is available at
the wire only during the high state of the clock (RZ scheme), returning to its
original state at the end of each transmission (see Figure 2.4). Power consumption

Figure 2.4: Pulse Dual-Rail Signaling

is reduced, since only a portion of the wire needs to be charged. It has been
demonstrated that this type of signaling can save up to 50% of energy compared
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to level-based signaling (like LEDR) with repeater insertion [14]. Only two wires
are necessary to achieve the integration of pulse dual-rail encoding with differential
signaling. Another advantage of this protocol is that the RZ data format makes
the effect of dispersion less severe by having sharp current pulses and receiver
termination [15]. It is very important to mention the relevance of wire modeling
as it has to be accounted in a lossy environment; making the wires wider and
routing them in a high metal layer will contribute to maintain signal integrity and
minimize attenuation [15].

Low-Swing Signaling: in order to improve performance when driving long
wires, a small voltage swing Vswing is preferred rather than having to detect a
full voltage swing. This is because power costs can be reduced by having the
possibility to turn off the driver after the output has created enough voltage to
be detected. Some drawbacks of this technique are that more complex driver and
receiver circuits are needed and routing might become more expensive [8].

To take advantage of low-swing signaling, the signal should travel on differ-
ential pairs of wires and need to be equalized so as to prevent ISI (from previous
transmitted data). Moreover, the differential signal should be amplified once it
arrives at the receiver. One challenge that arises with the implementation of this
type of signaling is the transmission of a self-timed clock from driver to receiver
since having a full-swing signal takes more time [8]. Some of the advantages of
differential signaling are the rejection of common-mode noise and the return of
DC current solely [16].

Unipolar Current-Mode Signaling: in this type of signaling, the current
present at the channel I is constantly sinked by the transmitter. As a termination
load is necessary at the end of the receiver, the differential voltage at the RX’s
input is given by ∆V in = RTI, where RT is the impedance value of the termination
load.

The advantages offered by this scheme are that the current present at the
channel becomes immune to supply voltage (VDD) and GND bouncing since it is
Itail of the differential amplifier and it is fixed. Furthermore, the fully differential
configuration of the amplifier at the RX offers a high common-mode rejection.
Another factor that contributes to this characteristic is that current is being drawn
by the transmitter from VDD and sinked into the GND rail all the time, minimizing
switching noise associated with this block [17].

CMOS-CML circuits
Current-Mode circuits are commonly used in high-performance serial links since
they can operate at low-voltages, minimizing the impact of low supply voltages
(current swings are not limited by them). Moreover, these circuits can use AC or
DC coupling [18] and offer a wider bandwidth than voltage mode circuits [17].

Based on the assets that current-mode circuits offer, different signaling schemes
have been used. For instance, current-mode and current sensing signaling detect
a signal with low-impedance at the RX termination. It is important to highlight
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that they are not the same. The former refers to detecting a voltage at the end
of the channel so as to compare it with a reference voltage value and amplify
it afterwards, whereas in the latter, the current is the value that is sensed and
compared with a reference current so as to generate an output voltage [6]. In this
project, current-mode signaling is used.

The main contributor to power dissipation in current-mode circuits is the static
power. This is because there exists a direct path from VDD to GND through the
termination load and current is drawn constantly. However, this can be minimized
with different circuit techniques.

Transmission Lines
Transmission lines are the medium through which electromagnetic waves are going
to travel from one source to a destination. They have different applications, being
the transmission of signals the most common one. There exist different types
of transmission lines, such as coaxial cables, optical fibers, microstrip lines and
hollow waveguides [19]. As stated in the previous chapter, the main concern when
replacing a parallel bus with a serial interconnection, is to maintain the same
throughput as with the parallel interconnect, meaning that data transfer should
occur at a much higher speed. In this project, to transfer a 32 bits data packet
in a span of 3 ns, transmission at 10.66 GHz is required. As the frequency of
operation increases, the electrical properties of on-chip interconnect dominate the
overall performance of the circuit, that is why it is very important to model the
line as a high-frequency transmission line. Bandwidth of the line will determine
the signal attenuation and will set the limit for transmission distance.

Preserving signal integrity is one of the main concerns when designing a data
transfer system. By comparing the shape of the waveform of original data being
sent with the one retrieved at the receiver side, the quality of the signal can be
determined. When traversing a wire, signals are affected by capacitive, resistive
and inductive effects, which will determine the integrity of the transferred signal.
Therefore, it is important to describe the interconnection line in terms of these
parameters.

It is important to mention that in a lossy transmission line, distortion is present
at the end of the line due to the presence of the R component. In this type of line,
attenuation occurs at a much lower rate than the propagation speed [20]. The
main electrical properties of a transmission line are characteristic impedance and
propagation velocity.

Characteristic Impedance: it is the ratio of the voltage over current present
at a given point of the transmission line. It is important to know the value of the
characteristic impedance of the line in order to place a termination load with sim-
ilar impedance so as to avoid signal reflections, which translate into signal losses.

Propagation Velocity: refers to how fast a signal traverse the interconnect.
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Microstrip: a microstrip transmission line consists of a ground plane or sub-
strate over which a metal wire (with width w and thickness t) is placed separated
one from each other by a dielectric of height h and dielectric constant k [8] as it
is shown in Figure 2.5.

w

t

h

Figure 2.5: Microstrip

Random-Access Memories
This type of on-chip memories can be accessed in any moment to retrieve data.
SRAM memories are a sub-type of this class and they are characterized by the
possibility to perform both read and write operations, differing from ROM mem-
ories which can only be accessed to read data. Other feature that differentiate
them, is that SRAM memories only hold data while power is supplied, that is,
they are volatile, whereas ROM memories are non-volatile since they hold data
indefinitely.

SRAM Memory
Memory unit: a group of memory banks forms a memory unit (Figure 2.6).
Different stages in between them make the memory operations possible, such as
timing controller, buffers, address decoders and pre-charge circuitry.
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Memory

Bank

Memory

Bank

Memory

Bank

Memory

Bank

Digital logic

Figure 2.6: Memory unit

Memory bank: a cluster of memory macros that store data within a com-
puter. The purpose of arranging memory macros into a bigger module (see Figure
2.7) is to increase the speed of access to all memory locations and improve the
overall performance.

Memory Macro

Memory Macro

Memory Macro

Peripherals
Decoders
Global Bitlines

Figure 2.7: Memory bank

Memory macro: an array of memory bitcells in conjunction with peripheral
circuits (Figure 2.8) that enables the performance of read and write operations. A
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memory macro consists of 2n words of 2m bits each. The memory unit cell storing
a bit is called the bitcell. A word line WL is shared among all the cells in the same
row and the bitline pairs (BL and BL) are shared over each column. In order
to keep the parasitics’ value (capacitance and resistance) of these lines within an
acceptable range as the memory size increases, the amount of rows and columns
per macro is limited. Therefore, the memory array will contain 2n-k words and
2m+k columns. Data decoders allow the access to the bitcells by providing the
corresponding row and column where each of these are located.

Local Bitlines

Sense Unit / Write circuitry

TX/RXController
Scheduler

Serial Data

Bit cell

CLK

Read/Write
Macro Select

Wordline (WL)

Figure 2.8: Memory macro

6T bitcell: The prevailing memory cell architecture used among ICs is
the six-transistors (6T) bitcell. In this configuration, SRAM memories rely on
a pair of cross-coupled (positive feedback) inverters to latch data, making high
speed operations possible at the cost of bigger area per bit [1]. A standard 6T
bitcell is shown in Figure 2.9. It consists of two cross-coupled inverters with
their outputs connected to a pass transistor each, which are driven by the WL.
Their source/drain terminals are connected to the respective bitlines, where data
is going to be transferred either to be stored or to be acquired. One of these
bitlines contains the actual data and the other one contains its complement. A
generic SRAM architecture for each of both cases is presented in the following
subsections.
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Figure 2.9: SRAM 7T bitcell

Read Architecture
The goal of the read operation is to maintain data integrity (stored data to not
be destroyed) while this action is performed. In order to read data stored in a
bitcell, the access transistors should be turned on by selecting the correspondent
WL according to the row where the bitcell is located. Once the pass transistors
are on, the bitlines (BL and BL) might or might not be discharged. The initial
voltage difference created between these lines is detected by a sense amplifier
which provides an output depending on the stored value. Different control signals
make possible to achieve timing requirements and proper operation such as macro
selection (including row and column) circuitry, read enable, clock and bitlines
selectors that will multiplex them.

In the serial link proposed in this thesis, the serializer circuit is implemented
by re-using resources already present in the memory architecture. For instance,
flip-flops are built by connecting latches to the sense amplifiers’ outputs in order
to reduce area cost.

Write Architecture
For a memory to be functional, it should be possible to overwrite data already
present at the bitcell. The principle of write operation is to set a low level at one
of the columns which is accomplished by connecting one of the bitlines (BL or BL)
to GND.
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Chapter3
System model

The interconnect system is shown in Figure 3.1. It consists of a serializer, trans-
mitter (TX), receiver (RX), and a deserializer. In order to make bidirectional
communication possible, switches have been added to the transmisison lines in
order to be able to select the active modules, according to the direction in which
communication should occur.

SR_data_in

Differential data signals
N

DV_Out

SR_data_out PR_data_out

N

PR_data_in

SR_data_in

Deserializer
DV_Out

SR_data_outSerializer

Figure 3.1: Bidirectional Interconnect System

Communication Protocol
During the read operation of the memory, bitlines might be discharged depending
on the contents of the bitcell. After the sense unit detects this voltage differ-
ence, and read values are ready to be transferred, the parallel loading of data
PR_data_in is performed. Once data is latched and ready to be serialized, an in-
put clock drives 32 switches in order to generate a serial data stream SR_data_in.
The transmitter TX is in charge of encoding the incoming serial data stream and
conveying enough voltage to the transmission lines (drive voltage). In order to
do so, a pulse dual-rail encoder generates pulses according to the bit meant to be
represented and differential pulse current-mode signaling is used to transmit data
along the lines.

At the receiver RX, data SR_data_out is retrieved directly from the arriving
signals without the need of extra decoding circuitry. Similarly, a data validity
indicator signal DV_Out is generated and used as a clock to shift data at the de-
serializer. Finally, the deserializer conveys data into a parallel bus PR_data_out.
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Chapter4
Circuit Design

Transmission Lines: distributed RLC model
The interconnect distance is set to 100 μm, which classifies as short and local range
transmission [21]. This value was set as the reference for this project, since this is
the distance that exists in between memory banks of the targeted memory.

For this project, it was not possible to get L parasitic values since data re-
garding technology material parameters was not available (substrate and oxide
thickness). However, an initial distributed RLC approximation model is used in
order to conduct the design of remaining system blocks. Distributed model (see
Figure 4.1) was chosen over lumped model since the operating frequency is con-
sidered high and delay can be represented more accurately [21].

The highest L value on the range of 0.15-1.5 pH/ μm which are the most typical
values for on-chip inductance [8] is taken for each section.

The RC values were approximated with parasitic values extracted from a pair
of M6 wires with ` = 100µm, w = 4 ×wmin, spaced to GND shields (with wmin) by
spacemin + 40 %. Width and spacing were maximized within the available area.

R

C

L R

C

L R

C

L

Figure 4.1: RLC model
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Serializer
It is the first stage in the data path at the transmitter. Here, low-speed parallel
data is combined into a high-speed serial data stream [11]. The possibility of
reusing the sense amplifiers that are part of the Sense Units located in between
memory macros was studied for the implementation of this block. A multi-phase
multiplexer (see Figure 4.2) is employed since its size would increase linearly with
the number of parallel bits and it has lower power consumption [11] .

BIT<31:0>

Figure 4.2: Serializer

Once the read operation has occurred, data bits will be loaded into the mul-
tiplexer which consists of 32 flip-flops connected in parallel. These flip-flops were
built by connecting the sense amplifiers’ outputs to a latch as shown in Figure 4.3.
The next step to obtain a serial stream of data is to drive the switches, one on
each CLK cycle so as to obtain the output signal SR_data_in.

This architecture requires that the switches are driven with very sharp non-
overlapping clock pulses in order to avoid glitches at the output.

Figure 4.3: Flip-Flop with Sense Amplifier and Latch
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Transmitter
The functions of this block are to encode the incoming serialized data stream and
drive the transmission lines, i.e. to convey a sufficiently large current or voltage
to the communication channels [17]. In order to do so, a dual-rail encoder and a
differential driver were implemented. The top-level diagram of this block is shown
in Figure 4.4.

Dual

Rail

Encoder

Driver 

with 

Adaptive 

Control

Pulse_0

Pulse_1

Wire0

Wire1

CLK

SR_data_out

Figure 4.4: Transmitter

Dual Rail Encoder
This encoder consists of two NAND gates and two inverters (see Figure 4.5), that
correspond to bit "0" and "1" respectively. It encodes data into a Pulse (P) and,
No-Pulse (NP) pair according to the present data value, e.g., when the input
SR_data_in is a "1", a pulse is present at the output of NAND1 and no pulse is
present at the output of NAND0 [15]. Moreover, no pulse is present on neither
of the wires when the clock is in low state (RZ format), serving as a spacer in
between transmissions.

Pulse_1

Pulse_0

SR_data_in

CLK

SR_data_in

CLK

Figure 4.5: Dual Rail Encoder

Differential Driver
There are two different modes of producing an output drive voltage: either by
a current-mode driver or by a voltage-mode driver. The former uses a Norton-
equivalent parallel termination (high output impedance) and the latter uses a
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Thevenin-equivalent series termination (low output impedance). A model diagram
of both types of drivers is shown in Figure 4.6.

Z0

i02

i01

Zin

Norton equivalent 

source model
Load

i 0

(a) Current-mode driver

Z0

v01

v02
Zin

Thevenin equivalent 

source model
Load

v0

(b) Voltage-mode driver

Figure 4.6: Loading effect on current and voltage mode circuits

Bandwidth of voltage-mode circuits is limited due to higher noise levels and
the large voltage swing that is necessary for operation. Moreover, the rising and
falling times for each node’s voltage are large, giving as a result poor performance
at higher data rates (Gb/s) [17]. Current-mode drivers allow high-speed operation
(fast transient response due to low nodal impedance and low voltage swing of
the critical nodes of the circuits proper of current-mode circuits [17]), therefore
the architecture selected is an open-drain driver as shown in Figure 4.7). In this
configuration, transistors M0 and M1 are source-coupled and act as complementary
switches which steer the total tail current Itail.

W
ir
e0

W
ir
e1

Vbias

Pulse_0 Pulse_1

M0 M1

M2

Itail

+
-
Receiver

ZT ZT

Figure 4.7: Open-Drain Driver

For every bit transmission, only one wire will be pulling current from the
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receiver to create the symbols that are going to be sent along the channel. When
a "1" is transmitted, M1 is conducting, thus drawing current from Wire1. As no
pulse is generated in Wire0, M0 is off, and no current is steered from that wire. The
signaling method implemented in this project is a RZ scheme, therefore no current
will be drawn from any of the wires while the CLK is in low state or in between
data packet’s transmission. It is important to mention that the open-drain driver
provides an unipolar signaling i.e. current flows in only one direction.

As this configuration is resembling a Norton-equivalent , it requires a parallel
termination load at the far end of the channel (ZT).

The advantages inherent to this type of driver are:

• Reduced Noise Levels: these are minimized due to the constant current
being drawn from the power supply which in turn reduces the AC component
of power supply noise[15].

• Swing of the signal: the current swings are not limited when there is a
low power supply voltage [17].

• Well defined output current: it will be independent of power variations
and ground bouncing [17] since it depends on the constant current source
(Itail), the termination load and the impedance of the line.

• Less power consumption: it consumes less power compared with inverter
drivers at multi-Gb/s data rate [22].

In table 4.1, the bias operating point of transistor M2 is presented.

Itail 150 μA
Vgs-Vth 70.32 mV
Vbias 418.9 mV

Table 4.1: Transistor M2 DC-operating point

Termination Load
As mentioned in section 4.3.2, a current-mode circuit has a low input impedance
and high output impedance, consequently, a termination load in a parallel scheme
is required to minimize the loading effect caused by the finite output impedance of
these circuits [17]. In this case, a diode-connected transistor (active termination)
is connected at the end of each line to have low-impedance (Zin,RX «Zo,driver). By
having a low-impedance termination load, the signaling operation will be possible
at a lower noise margin since the current that is present at the wires is stable
and well determined. Furthermore, it will shift the dominant pole of the system
and will reduce the time constant, thereby decreasing the delay and increasing the
bandwidth of the channel [6]. A double termination (Figure 4.8) was implemented
in this system. This is due to the fact that it is preferred over single one for
high performance serial links since it stands for best signal quality (reduces the
error for mis-termination [23]). The differential peak-peak RX voltage swing is
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ZT ZT

Figure 4.8: Double Termination

± IR/2 with double termination [18]. One drawback of a diode-connected load is
that they consume voltage headroom, thus creating a trade-off between the output
voltage swings, the voltage gain and the input common-mode range [6]. In the
configuration used in this project (see Figure 4.9) transistor Mt is added to regulate
the transconductance of Mload [15]. The idea is to lower it by reducing the current
and not the aspect ratio of Mload [24]. The signaling scheme implemented in this

Wire

MloadMt

Figure 4.9: Diode-Connected Load with transconductance control

project does not require decoding circuitry at the receiver, allowing DC coupling.
The RX common-mode level is determined by the transmitter signal level:
RXcommon-mode = IR/2 [18].

Adaptive Driver Control
The driver’s output might be distorted before it is conveyed to the communication
channels. This signal degradation is caused by high frequency impedance changes
along the wire. When the signal switches slowly (low-frequency) the characteristic
impedance of the channel increases whereas when fast switching takes up, the
channel impedance decreases due to skin effect making a stronger drive necessary.

To alleviate this frequency-dependent problem and convey an equalized signal
to the channel, a circuit that generates an initial delay and provides control to a
variable load is connected to the driver’s outputs. The configuration in Figure 4.10
consists of a chain of inverters, a NAND gate and an NMOS pull-down transistor
for each wire. It can drive fast data transients and when there is a long run length
present on the channel or after a long idle period, it mitigates the distortion that
would be present at the signal in the next transition by reducing the impedance
to the driver and adding extra load. Once this is accomplished, the NAND gate
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Pulse_0 Wire0

Pulse_1 Wire1

Figure 4.10: Adaptive Control Circuit

output will be "1" (thus "0" after the inverter), turning off the NMOS and resuming
normal operation [4]. Transistors MC0 and MC1 are matched since they will drive
differential signals. Sizing is the result of iterations to achieve maximum output
voltage swing at the RX with given current value and line length. Figure 4.11
shows the difference in between signals at the wire with and without this block.
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With adaptive control

Figure 4.11: High-frequency compensation

Bidirectional Switches
One of the requirements of this project is to be able to send and receive data on
both directions. In order to achieve this, both TX and RX are present on each
end. Furthermore, a pair of switches are connected to the wires, one at each of
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the RX’s inputs in order to select the active module, which in turn defines the
direction of transmission as shown in table 4.2. These switches are implemented

Enable Direction
1 Left to Right
0 Right to Left

Table 4.2: Direction of transmission set by enable

with a transmission gate, which is a voltage-controlled bilateral switch controlled
by an enable signal. The gates are connected to the enable signal in an opposite
way, meaning that only one of the switches is on at a given time (Figure 4.12).

Enable_n

Enable

TL

RX'input 

(left)

Enable

Enable_n

TL

RX'input

(right)

Figure 4.12: Transmission gates at the RXs’ inputs

As it can bee seen in Figure 4.13, it exists signal distortion and the voltage
swing is reduced by approximately 20 mV after passing through the switches. The
reason of this is the switch on-resistance Ron and the high-frequency components.
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Figure 4.13: Voltage swing reduction after transmission gates
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Receiver
The main function of the serial link receiver is to detect the bit that was sent and
generate a data validity signal DV_Out which will be then used as a CLK to the
shift register at the deserializer. The transmitter employs current-mode signaling
and for this reason, the receiver needs to sense the voltage difference between the
two wires so as to amplify it and provide a full-swing output signal that can drive
digital logic.

Data Recovery
To perform the data recovery operation, a self-biased amplifier is used along with
a chain of inverters (see Figure 4.14).

Self-Biased

Amplifier

Wire0

Wire1
SR_data_out

Figure 4.14: Data Recovery

As shown in Figure 4.15, this is an architecture that consists of two differ-
ential amplifiers, which are serving as the load to one another, making it fully
complementary.

VIN_P
VOUT_P VOUT_N

VIN_N

VBIAS

VP

VN

M8 M9

M10 M11 M12 M13

M14 M15 M16 M17

M18 M19

VIN_P

VIN_P

VIN_N

VIN_N

Figure 4.15: Self-biased amplifier
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Self-biasing through negative feedback ensures that the bias voltages are going
to be very stable since any shift in Vbias from its nominal value will be corrected.
It also presents a high common-mode noise rejection and can operate at high-
speed. The reason of this is that its switching currents are higher than its bias
current. Added to these properties, the aforementioned configuration has a higher
differential gain than other amplifiers and large common-mode input range because
its bias operating point tunes itself according to the input signal levels.

Data Validity Decoder
The circuit used to generate a data validity indicator signal is presented in Figure
4.16. A single-stage of the circuit uses a differential amplifier with an active current

Differential 

Amplifiers

with Active

Load

Wire0

Wire1
DV_Out

Figure 4.16: Data Validity Decoder

mirror (Figure 4.17) as a load to sense the voltage at the end of line and compare
it with a fixed reference in order to deliver a single-ended output (output voltage
referenced to GND).

Vout_P Vout_N

Vbias

Vin_P Vin_N

Figure 4.17: Differential Amplifier with active load

In this case, the voltage reference is set to 433 mV for the first stage which
is close to the DC value of transmitted signals. This voltage reference is set with
an ideal voltage source since the generation of such reference is not within the
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scope of this project. As there will be current in only one of the wires during
each bit transfer and no current on neither of the wires in between consecutive bit
transmissions, a signal that denotes the validity of the received bit is generated.

Three stages of this amplifier (as shown in Figure 4.18) for each input signal
were necessary to remove the offset of the signal and generate a large swing output
that is fully regenerated after two inverters. By feeding these two signals to a NOR,
a signal composed by a train of pulses with same period as the CLK at which the
transmitter sent the information is generated.

Vout_P Vout_N

Vbias

Wire0 Vref

Vout_P_2s Vout_N_2s

Vbias

Vout_P Vout_N

Out_Wire0

Vbias

Vout_P_2s Vout_N_2s

M3 M4

M5 M6

M7

M3 M4

M5 M6

M7

M3 M4

M5 M6

M7

Figure 4.18: Amplifier stages to recover Clock

Bias operating points of each stage are reported in following tables:

Stage Itail (μA) Vgs-Vth(mV) Vbias
1st 381.8 38.69 418.9 mV
2nd 463 39.92 418.9 mV
3rd 514.1 40.83 418.9 mV

Table 4.3: M7 DC-operating point of three stages

Transistor Id (μA) Vgs-Vth(mV)
M5 207.2 42.5
M6 174.6 23.34
M3 -207.2 3.66
M4 -174.6 11.1

Table 4.4: 1st stage DC-operating point
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Transistor Id (μA) Vgs-Vth(mV)
M5 300.1 11.19
M6 162.9 79.14
M3 -163 -8.55
M4 -300.1 -32.15

Table 4.5: 2nd-stage DC-operating point

Transistor Id (μA) Vgs-Vth(mV)
M5 332.6 280.3
M6 181.6 27.99
M3 -332.5 -22.19
M4 -181.6 8.26

Table 4.6: 3rd-stage DC-operating point
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Deserializer
Once data has been recovered by the receiver, it should be parallelized in order
to make it available to the accepting module, which in this case is another mem-
ory bank. In order to do so, 32 switches are multiplexed with non-overlapping
pulses (SW<31:0>). Each bit is going to be latched afterwards by a D-latch
using tri-state buffers (see Figure 4.19). The signal SW_D and its complement

Figure 4.19: Deserializer: D-latch with tri-state inverters

SW_D_NOT are going to enable/disable the tri-state buffers so as to operate
one of them in active mode and the other one in high-impedance mode. When the
clock signal SW_D is in high state, the corresponding bit will be transferred to
the output BIT<n>. If SW_D is in low state, data bit will be latched by the two
back-to-back inverters [25].
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Chapter5
Layout

After the completion of transistor level design, it is necessary to draw the layout
and extract the parasitics in order to analyze the overall performance of the circuit.

Three parameters were key for the realization of the serial link layout: area,
matching and symmetry. In Figure 5.1 the layout view of one end of the intercon-
nect is shown. A view of the complete system is in Figure 5.2.

Figure 5.1: TX-RX, one end of the interconnect.

Figure 5.2: Layout of bidirectional serial link
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Floorplan
On each of the interconnect ends there is a TX and a RX. As it is shown in Figure
5.3, the TX is placed at the top and the RX at the bottom. It is important to
mention that the layout of serializer and the deserializer was not done, since these
blocks are only going to be simulated. The total area occupied including the power
lines routes is 902.21 μm2 (active area is 336.7 μm2).
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Figure 5.3: Floorplan of one end of the interconnect

Symmetry and Matching
Differential circuits are affected by asymmetries, thus mismatches should be min-
imized. By doing this, the circuit will present a higher common-mode noise rejec-
tion and increase the minimum input signal level [24]. It is important, to place the
transistors in a symmetric pattern and maintain an uniform environment around
them so that all of them are affected in the same way.

Regarding the layout of all the amplifiers contained in this system, the follow-
ing guidelines were followed to maximize matching in between critical transistors:

• Transistors were arranged in a common-centroid configuration (Figure 5.4),
i.e. they all are on the same OD, have the same orientation, are aligned to
each other and mirrored in respect with Y axis.
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• Dummy transistors were added at the edges of the transistors’ arrays along
1.5 μm.

• Long gates were avoided by folding transistors into fingers, which will also
improve the proportion in between PMOS and NMOS arrays, thus facilitat-
ing routing. Transistors’ finger width was left as three times the minimum
allowed in the technology used (except for the amplifier of the data validity
decoder where finger width is 6 times the minimum).

• Metal routings and transistors’ surroundings were kept the same on both
sides of the Y axis.

• Substrate connections surround arrays of matched transistors in order to
avoid latch-up.
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Figure 5.4: Transistors A and B in a common-centroid configuration

Channels’ wiring
M6 wires that are 4×wmin wide had been used for the transmission lines. Minimum
width GND shields were interleaved with these wires (see Figure 5.5) in order to
reduce external interference and noise injection. If a parallel bus would have been
used, in the case of a single-port memory with same throughput, the total wiring
area would have been approximately 6 times larger (accounting for wmin+10 %
and spacingmin+10 %).

Wire0

Wire1

GND

GND

GND

Figure 5.5: Channels’ wiring in the serial link
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Chapter6
System Integration and Simulation

Results

Test-Bench
The initial stage of simulation consisted on analyzing the critical path functionality,
that is, driver, receiver and data validity decoder so as to do a proper architecture
selection for each circuit and the subsequent sizing of transistors. In order to be
able to do this, a random serial data stream was generated with a Verilog-A block
which was later replaced with the Serializer stage. The supply voltage VDD was
set to 0.9 V since this is the nominal operating voltage for the transistors used in
this project (low-voltage transistors) and a clock signal CLK with t = 93.75 ps is
used.

Generation of Input Serial Data Stream
A block diagram of the system used to generate the serial stream is shown in
Figure 6.1. The parallel data bus BL<31:0> is fed to this block along with a
control parallel bus signal SW<31:0>. The former was simulated with 32 supply
voltages with either a 0 or a 0.9 V value and the latter was generated with a ring
counter.
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Figure 6.1: Generation of serial input data stream
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Ring Counter: this block consists of 32 flip-flops connected in series, with the
last one’s output fed back to the input of the first one. CLK and PRESET signals
are going to be defined depending on the block that they are going to control (see
table 6.1) by a multiplexer:

SERIALIZER DESERIALIZER
CLK_COUNTER CLK DV_Out
PRESET PSET_S PSET_D

Table 6.1: CLK and PRESET signals for Ring-Counter

The ring counter shifts a logical ONE (SET of first flip-flop in Figure 6.2)
each clock cycle in order to generate signal SW<31:0>, which consists of 32 non-
overlapping pulses.

SW<31>

CLK_COUNTER

FF<0>

D Q

CLK

Figure 6.2: Ring Counter

Generation of Output Parallel Data
Following the same method as with the serializer, the deserializer (Figure 6.3) has
a control bus signal SW_D<31:0> and the output of the Data Recovery block
SR_data_out as inputs. As each switch inside the deserializer turns on, data bits
are going to pass through, thereby becoming available at the output of this block.

Ring_Counter

Deserializer
PR_data_out

M
U

X
 2

:1

SEL

DV_Out
CLK_COUNTER_D

CLK

SEL

M
U

X
 2

:1PSET_S

PSET_D
PRESET_D

SW_D<31:0>RESET_D

SW_D<31:0>

SR_data_out

Figure 6.3: Generation of parallel output data
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Once serial data was available, design of the TX and RX was implemented. In
Figure 6.4 the serial link test-bench configuration is shown:

SR_data_in SR_data_out
Wire0

Wire1

Figure 6.4: Serial link
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Pre-Layout vs Post-Layout Simulation Results
All the following Figures and results were obtained with TT corner otherwise
mentioned. Moreover, the post-layout extraction was typical RC-coupled.

Transmitter
Dual-Rail Encoder: the generation of pulses is achieved and layout parasitics
have no significant effect on the outputs. In Figure 6.5 a fraction of the 32-bit data
stream is shown : "010110010".
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Figure 6.5: Encoded data Pulse signals

Differential Driver: as it can be seen in Figure 6.6, the voltage swing at
the driver’s outputs is bigger than at the RX inputs. There is a reduction of
approximately 200 mV due to losses along the transmission channel. Moreover,
the voltage swing at the RX inputs is 50 mV after layout whereas in pre-layout
simulations it was 60 mV.
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Figure 6.6: Voltage signals at the channels

In Figure 6.7, it can be observed that current sinked by the driver during
transmission goes up to 820 μA in post-layout, proving that large current pulses
are generated by the adaptive control circuit.
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Figure 6.7: Current signals at driver
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Receiver
Self-Biased Amplifier: the output of this amplifier is shown in Figure 6.8.
It can be seen that the common-mode voltage is 450 mV, which corresponds to
VDD/2, this allows full regeneration of the signal after connecting digital logic
(inverters) at the output.
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Figure 6.8: Retrieved Data

It is important to mention that the output is affected by layout parasitics and
degradation of the input signal, that is why the output has a higher delay and is
attenuated, however it still allows data retrieval.

Data Validity Decoder: three stages of a differential amplifier with active
load were necessary per wire. The first stage reduces the offset level, the second
stage increases the voltage swing of the output and the third one inverts it and
provides a signal that can be regenerated into a square wave so as to drive digital
logic. In Figures 6.9 and 6.10 outputs of each stage and final reconstructed signal
are shown.



System Integration and Simulation Results 41

3.6 3.8 4 4.2 4.4
·10−9

0.2

0.4

0.6

0.8

Time t [s]

Vo
lta

ge
V

[V
]

(a) DV Decoder’s 1st stage outputs

3.6 3.8 4 4.2 4.4
·10−9

0.2

0.4

0.6

0.8

Time t [s]
Vo

lta
ge

V
[V

]

(b) DV Decoder’s 2nd stage outputs

3.6 3.8 4 4.2 4.4
·10−9

0

0.2

0.4

0.6

0.8

1

Time t [s]

Vo
lta

ge
V

[V
]

(c) DV Decoder’s 3rd stage outputs

3.6 3.8 4 4.2 4.4
·10−9

0

0.2

0.4

0.6

0.8

1

Time t [s]

Vo
lta

ge
V

[V
]

(d) DV Decoder’s outputs after regenera-
tion

3.6 3.8 4 4.2 4.4
·10−9

0

0.2

0.4

0.6

0.8

1

Time t [s]

Vo
lta

ge
V

[V
]

(e) DVOut after NOR

Figure 6.9: Data Validity Indicator signal decoding Pre-Layout
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Figure 6.10: Data Validity Indicator signal decoding Post-layout
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Latency:
The delay that exists in between sent and retrieved data is within the range of 70
ps - 110 ps depending on the corner. It is important to mention that due to the
signaling mode used this is a delay insensitive communication protocol and this
delay does not have a big influence in the overall system performance. It can be
seen in Figure 6.11 that there exists data loss in SS corner. More work need to be
put into in order to optimize the design so as to make it functional in all different
corners.

Energy
The energy per bit is accounted as 4.93 pJ with a CLK frequency = 10.66 GHz
during active transmission and 3pJ/bit during no transmission.
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Chapter7
Conclusion and Future Work

Conclusion
The design and implementation of a serial link was explored and tested in this
project with the purpose of using it within an embedded memory. After completion
of simulations, the resulting system has achieved the targeted throughput and
area. It employs current-mode differential pulse signaling and the communication
protocol is asynchronous. Analysis on different corners showed acceptable results
in all of them except for SS, where these were not satisfactory. The energy per
bit is 4.93 pJ. This interconnect system demonstrated to be a good candidate for
high-performance on-chip communication and wiring area reduction. It has the
advantage of scalability, being that increasing the number of bits per packet won’t
increase the routing area.

Future Work
It is important to explore the limitations of a serial interconnect and the feasibility
of its implementation within different memory architectures. The data validity
signal generation needs to be optimized in order to have a working system in all
corners. Another future task is to run Monte Carlo simulations, since they would
help to analyze how process and mismatch variations between devices will affect
the overall behavior of the system.

The power-down of inactive modules will reduce energy consumption and it is
something that needs to be addressed as well as the generation of current sources
and voltage reference. The construction of the serializer and deserializer was made
with only system simulation purposes. No layout was drawn for these blocks as
they were not the central part of the system design assessment, therefore it is left
as future work the optimization of its design as well as the control interface with
memories.
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