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Abstract

Wireless System on Virtual Platform Evaluation

The most common way to develop System-on-Chip’s (SoC) today is to utilize
hardware design on a Field programmable gate array (FPGA). By utilizing the
hardware on an FPGA, the opportunity to verify the hardware and start software
design before implementing the final solution on silicon is possible. However,
using an FPGA as a reference model for a final design gives a slightly imprecise
estimation regarding required hardware such as memory and bus sizes. Trying
to counteract this weakness, specific Electronic System-Level (ESL) Design tools
has been developed in order to simplify production and increase capabilities to
analyze and optimize during the developing phase. ARM SoC Designer is such
a tool which provides a virtual environment for simulation of integrated SoC’s to
simulate whole systems at a cycle accurate level.

This Master’s Thesis intend to evaluate ARM SoC Designer aspects and valid-
ity as an alternative to an FPGA when implementing and verifying a larger SoC
system. To provide a thorough assessment of ARM SoC Designer, a cycle accurate
model of the digital signal processing system of a general NB-IoT system was to
be built and verified. Results shown, reveal that an implementation in ARM SoC
Designer can be a valid representation of a preexisting wireless NB-IoT system
currently developed on an FPGA board. Also that SoC Designer adds some very
useful functionalities to traditional SoC development techniques but not without
some significant flaws.
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Popular Science Summary

With rising complexity and highly competitive market of integrated
circuits, new techniques to develop embedded systems are always needed
in order to secure the quality and to streamline the production of cir-
cuits. The tool ARM SoC Designer tries to accomplish this through
adjusting traditional System-on-Chip development by adding debug-
ging and troubleshooting capabilities not present in current design tech-
niques. The question is, will the use of SoC Designer help?

A System-on-Chip (SoC) is an especially designed chip that combines required
electronic circuits of different components onto a single integrated chip, usually
not bigger than a thumbnail. By directly building a chip containing all desired
components instead of assemble multiple chips together makes it possible to man-
ufacture the chips as small as possible and at the same time make them faster and
more energy efficient than before. But the tininess of a SoC and the numerous
amount components it is going to contain makes it also to a very complex system
with a long and expensive developing process, where faults and errors are very
hard to find and eliminate.

The procedure of designing and developing SoC have been almost the same
for a very long time. But with the rising demands on chips with more capacity in
less area puts a lot of pressure on the manufacturers in the industry. Therefore
manufacturers and developers have been starting to look for better design tools to
increase the possibility to analyze and optimize during development. One of these
tools are ARM SoC Designer which provides a virtual environment for simulation
of integrated SoC’s with the promise of great debugging and verifying capabilities.
ARM SoC Designer are able to do this by allowing the user to simulate the process
step by step and to easily modify system parameters.

In order to evaluate ARM SoC Designer, a virtual model of an existing wireless
system was built, tested and verified in the virtual environment. Different tests to
analyze performance, accuracy, and debug- and troubleshooting capabilities were
constructed and performed. With results showing great promise in categories ac-
curacy and debugging, but left some things to be desired with performance and
usability. This thesis can confirm that ARM SoC Designer does deliver an accu-
rate representation of a SoC and that the verification capabilities are extremely
helpful during implementation and testing. But, at the current performance in



combination with a less good user experience, a steep learning curve and scarce
documentation makes it difficult to recommend during a daily development ba-
sis. However, ARM SoC Designer shows a lot of promise if the usability can
be enhanced slightly and performance be improved upon to such an extent that
downtime of simulations won’t be the majority of time consumed during usage.

|
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Chapter ]_

Introduction

Today the most common way to develop System-on-Chip’s (SoC) is to utilize
hardware design on a Field programmable gate array (FPGA) in order to verify
and to start software design before implementing the final solution on silicon.
However, using an FPGA as a reference model for the final design gives a slightly
imprecise estimation regarding required hardware such as memory and bus sizes.
By integrating a virtual platform as a tool to develop SoC’s, an entire system will
be able to run at a cycle accurate level. This will make it possible to evaluate a
system and its behavior as if it already was integrated on silicon. In the end this
will lead to more precise hardware design where the knowledge of the system will
guarantee the designers not to under- or over design the system. A more precise
SoC design will shorten the time to market and reduce the cost of producing.
When this project was first initialized, it was the second of its kind at ARM
Sweden. A couple of months earlier a similar Master’s Thesis project had been
addressed at ARM’s wireless business unit, with the goal to investigate and evalu-
ate the possibilities to use a virtual platform as a developing and verification tool.
The purpose of the thesis was to build up a small system which could prove the
possibility of changing the way to develop System-on-Chip’s. The outcome of the
project gave the managers at ARM’s wireless business unit a lot of confidence in
the use of a virtual platform as a development tool. As a result of the the previous
findings a new Master’s Thesis project was proposed in order to investigate the
tool even further. This time with the ambition and expectation of building up an
entire design of a wireless system in the virtual environment to evaluate the tool.

1.1 Purpose and Goals

The aim of this Master’s Thesis project is to build up a cycle accurate model of
the digital signal processing system in ARM SoC Designer for simulating ARM’s
current NB-IoT system. The purpose is to evaluate system aspects such as per-
formance, module interfacing and time saving capabilities compared to using an
FPGA.
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The Master’s Thesis will investigate the following questions

e Investigate the possibility of implementing a complete system into SoC De-
signer and if it can be used to speed up the development process.

e Fvaluate platform aspects such as turnaround time, flexibility time and
debug capabilities.

e Evaluate the possibility of streaming test data instead of using test vectors.

To more easily answer the investigatory questions and to gather the needed
data. Subquestions were introduced and formulated to what were required inves-
tigating to conclude this Master’s Thesis. These were summarized to:

- How close to the preexisting system is the representation in SoC Designer?
- Is it possible to perform a band scan?

- How is performance and how much is it affected by the size of the system?
- What is the time consumption for different parts of the system?

- What specific debugging capabilities does SoC Designer provide?

- Is SoC Designer valid to use in real development scenarios?

To investigate how close of an representation the implemented model in SoC
Designer is to the actual system and if it is possible to perform a band scan would
give an indication of how valid the results given by the simulation in SoC Designer
actually is. To validate, radio test vectors will be sent through the wrapped
hardware and the result will be compared to the result of a Matlab representation
of the hardware. The same approach will be performed on the software to find if it
is possible to perform a band scan in the simulation. The energy peaks found by
the simulation will be compared to the energy peaks found when studying graphs
of the energy level sent into the Matlab model.

Also data regarding the performance of the implemented system would need
to be gathered. Is it fast enough and how much of an impact does the major
hardware blocks have on the performance? This also relates to time consumption,
turnaround time and how much time is needed to execute certain parts? Also
how much time is consumed during a scenario where a change is made, system
recompiled, simulation restarted and executed to the same point as before are of
interest. All major factors to conclude if SoC Designer is viable during a real
development scenario.

SoC Designers debugging capabilities will be judged primarily subjectively
during implementation, debugging and troubleshooting of how much of a benefit
it provides during those stages of the project. Lastly, arguments regarding why or
why not SoC Designer could be used within a real development scenario will be
presented.
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1.2 Limitations

To limit this thesis, the focus of the project has been to build up only the required
system of a general NB-IoT design in order to perform the band scan procedure of
the connection phase. All functionality, excluding the required parts to perform a
band scan has therefore been left as unimplemented components in hardware and
as stubbed methods in software.

Since the goal was to investigate if a system such as the wireless NB-IoT system
could be developed in the virtual environment and performing a virtual band scan
as a proof of concept, only the correctness were of importance. To save time when
evaluating the virtual system, a Matlab reference model has therefore been used
instead of building up a similar system on a FPGA board.

As mentioned earlier in this chapter, one part of this thesis was to evaluate
the possibilities to stream data into the system instead of using test vectors. But
to limit the thesis, this was left outside the scope of this project, since it involved
a bigger workload than expected.

1.3 Contributions

The thesis was evenly distributed during the course of the project and both Au-
thors have been equally involved in most parts. Thanks to the diverseness of knowl-
edge gained through different Master specializations, the Authors have learned
from each other in situations where one had better knowledge than the other.

In the beginning of the project, both Authors worked together to learn how the
virtual platform ARM SoC Designer worked and how the system implementation
should be done in order to be compatible with the platform. Later, implementation
into SoC Designer were carried out in parallel to streamline development. Some
parts of the implementations were naturally divided among the Authors, e.g. Joel
worked more with the hardware solutions and Tobias with the systems software.

When writing this thesis, the Authors worked on different sections in parallel
but both were involved on every part.
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1.4 Thesis Outline

The remainder of this thesis will be structured as follows:

Chapter 2: Background Theory - Gives a brief introduction to theory that is
needed to understand the thesis. Procedures such as Band Scan will be presented
and expressions such as NB-IoT and NPSS will be explained.

Chapter 3: System - Gives an overall presentation of how the system design
of both hardware and software could look like.

Chapter 4: Method - Describes the methodology of the the project and how
it was carried out.

Chapter 5: Results - Presents the result of the thesis.

Chapter 6: Discussion - Covers a discussion with respect to research questions
and general thoughts.

Chapter 7: Conclusion - Presents the conclusion of the outcome of this Mas-
ter’s Thesis.

Chapter 8: Future Works - Explores possibilities and future work with ARM
SoC Designer.



Chapter 2

Background Theory

This chapter will present the relevant background theory and key concepts needed
to understand this Master’s Thesis.

2.1 Internet of Things

Internet of Things (IoT) is nowdays a trendy expression to describe devices equipped
with processors and sensors which in some way is connected to a network in order
to collect and exchange data to surrounding devices. The purpose of IoT is to
simplify peoples lives by providing data from devices at users disposal. In order to
do this, a smart and autonomous system with connected "things" need to be de-
veloped. One of the main challenges with this is to build devices with very scarce
resources in order to make them cheap to produce but also reliable at a minimal
footprint.

Cellular IoT is an exciting technology that will have a huge impact on the
world in many aspects. The technology has been available for many years using
GSM communication. But this is about to change with the new upcoming cellular
standards such as Narrowband Internet of Things (NB-IoT), which is a new radio
interface optimized for machine type communication (MTC). From the recent
forecast there will be 1.5 mobile devices per capita by 2021, which equals around
11.6 billion devices connected through cellular protocols all over the world [3].
With the increasing number of connected devices one of the technologies biggest
challenges at the moment is the demand on making the communication cheaper
and more power efficient [4].

2.2 Narrowband Internet of Things

With the recent standardization of the new Narrowband radio technology for In-
ternet of Things (NB-IoT), new possibilities to integrate and connect new devices
with wide-area coverage can be discovered. The new standardization for NB-IoT is
a subpart belonging to the Long Term Evolution (LTE) and was completed with
release 13, June 2016, by the 3rd Generation Partnership Project (3GPP) [5].
3GPP is a collaboration between telecommunication associations in order to make
an international standard within the field of Radio, Core Network and Service
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Architecture [6], which involves all specifications for GMS, LTE and the emerging
5G technology [7]. The standardization contained the following goals for NB-IoT:

Long battery life - Over 10 years battery life.

Low device cost - Under 5 USD per module

Low deployment cost - Under 1 USD per module
e Fxtended coverage - 20dB better than GPRS

Support for an immense number of devices - 40 devices per household

In LTE the frequency units can be described in number of physical resource
blocks allocated to a user. For instance, the smallest frequency unit in LTE,
1.4MHz, can be described as 6 resource blocks wide and the highest, 20MHz, can
be described as 100 blocks wide. One resource block is 180kHz wide and is the
smallest unit allowed to be allocated. In NB-IoT the key feature is to use a very
narrow bandwidth to transfer data within. The bandwidth for a NB-IoT device is
only 180kHz wide, which implies that communication over NB-IoT only allocates
one resource block [8]. As a result, these small bands can be deployed either in the
LTE guard band, or as standalone band, or even within an existing LTE carrier
as seen in Figure 2.1. NB-IoT also allows devices to send small amount of data in
parallel [9].

GSM Standalone

180kHz
In-band
LTE
180kHz
Guard band
LTE LTE

180kHz
Figure 2.1: Spectrum usage deployment options for NB-loT.

To achieve all requirements for NB-IoT, a finite and scarce spectrum of re-
sources has to be applied as efficient as possible. Focus on optimization and
innovation needs to be considered in each step of the development to achieve this.
In contrast to LTE, the goal of NB-IoT is not to transfer data with a high data
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rate, instead an NB-IoT device will most of the time be in idle and only for a
couple of times a day, week or even year wake up, connect to the network and
exchange a small amount of data before it returns to idle mode. By taking this
into account, to save battery usage, the initialization phase is of great importance
and an essential part to meet the 3GPP requirements of NB-IoT.

2.2.1 Where to use NB-loT

For a NB-IoT device the rate of data transfer will be very low, making this kind
of communication perfect for data exchange where transfer rate, latency and re-
liability is not the most important features. The main target for this technology
is simple sensors and actuators that require low mobility and low levels of data
transfer in areas with limited coverage or power supply. A good example of where
to use this technology is in the garbage industry. Instead of collecting and emp-
tying the garbage cans once a week, a simple sensor deployed on every can with
the NB-IoT technology could be used to indicate to the garbage company when
the best time to collect is. The mobility, extended coverage and long battery life
together with a low device cost makes this kind of technology perfect for this kind
of industry. Since the technology can be deployed with almost anything that have
some kind of sensor, hence it can be deployed almost everywhere. The possibilities
for this technology is almost infinite if all requirements for [oT communication can
be fulfilled.

2.3  Data communication

In order for two persons to communicate and understand each other they need
to speak the same language. In data communication it is almost the same prin-
ciple. Two devices that want to communicate need to follow specific rules and
protocols in order to understand each other. In telecommunication and computer
systems these rules and protocols are categorized by the open systems intercon-
nection model, also called the OSI-model which defines how data communications
should take place between connected systems. Similar functions and processes are
grouped and standardized by categorizing them into abstract layers. The layers
then provide services to the ones under and above their existing layer [10]. The
protocols in the OSI layered model determines:

e How devices should communicate.
e When devices should send and not send data.
e The data flow rate between devices.

e How data should be transmitted and received so that only the intended
recipient gets the transmission.

e How the physical communication is organized and connected.
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Figure 2.2: OSI seven layer protocol model

Layer 7 - Application Layer provides an interface between the software
running on the device and the network protocol.

Layer 6 - Presentation Layer responsibility is to define the structure
in which the network devices handle compression and encryption.

Layer 5 - Session Layer administer how communication sessions is
established, maintained and terminated.

Layer 4 - Transport Layer ensures messages are being delivered and
handles the fragmentation /reassembly of messages.

Layer 3 - Network Layer is responsible for the transfer of data packages
between devices on the network.

Layer 2 - Data-Link Layer defines the interface between network and
application. Also responsible for the communication between network
nodes.

Layer 1 - Physical Layer handles the transmission of bits between
network nodes.

With every layer having its own unique features, the process of sending data
usually starts at the application layer of the sending host. The data is sent through
the host stack to the physical layer where it is transmitted via the network to the
target host. At the recipient, the data is received at the physical layer and passed
up through the stack to the application layer [10]. In this Master’s Thesis the
main focus has been on the physical layer, hence, further discussions in this thesis
will mainly refer to the design in the physical layer of the OSI model.
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2.4 NB-loT Connection Process

As stated earlier in this chapter the connection process of NB-IoT devices are of
great importance since it is one of the most critical stages regarding a units power
consumption. For a device to be considered connected it has to go through several
initialization steps which can be more or less energy demanding. Once the device
has established a connection to a radio access point, the radio access point will
take over and connect the device to the telecommunication network.

2.4.1 Connecting Procedure

When an NB-IoT device is first switched on it needs to know which frequency the
radio has to be set at, in order to synchronize with the base station. To accom-
plish this the device needs to perform a band scan, a procedure which scans the
frequency bands in order to search for the most suitable network to communicate
over. A band scan is completed once all frequency bands have been scanned. Once
the band scan and the synchronization towards the base station is done, the device
will call for a Cell Search in order to find and access to the most suitable telecom-
munications cell as seen in Figure 2.3. As the Cell Search procedure is considered
to be outside the scope of this Master’s Thesis, only the band scan procedure will
be explained further.

Figure 2.3: lllustration of telecommunication cells

2.4.2 Band Scan

A band scan is the procedure where a device scans the entire frequency band in
order to find the most suitable frequency to communicate over. As an initial part
of the band scan, the device scans and collects data within a specific band in order
to find the primary synchronization signal (NPSS). The NPSS is a known signal
which always should appear in subframe number 5 and repeatedly transmitted
every 10 ms [11].
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Radio Frame n Radio Frame n+1
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IR S8 S8 8
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Figure 2.4: lllustration over 20ms of NB-loT data where the NPSS
is repeated every 10ms and located in subframe number 5.

As shown in Figure 2.4, subframe number 5 consists of 14 symbols and 12
subcarriers and in this subframe the NPSS is transmitted on subcarrier 0 to 10
in the symbols 3 to 13, which generates a 11x11 matrix representing the NPSS.
Before the signal is transmitted from the base station it is transformed into the
time domain and then transfered. Since the NPSS is repeated every 10ms, thus
only 10ms of data needs to be collected in order to find if the specific frequency
containing the signal.

The procedure aims to sort out at what frequencies the NPSS is transmitted on
and making estimations to find out which of these frequencies to be the strongest.
When the band with the most suitable signal is found, the device is synchronized
against that signal in time and the band scan is considered to be done.

To do this, the radio chooses a frequency and starts to sample data. The data
is then processed through the digital signal processing system and analyzed. If ad-
equate information are found within the signal, the frequency and data containing
the peak will be placed in memory and new data will be collected for processing.
As seen in Figure 2.5, the process start by scanning the selected frequency and will
then continue until the entire frequency band has been scanned. Once the entire
frequency band has been scanned and the outcome is satisfactory, the analyzed
result will be returned and the band scan will be considered complete. In Figure
2.6 two different frequencies are scanned and processed and as can be seen only
Figure 2.6b contains a distinct peak somewhere within the scanned time interval,
which implies that the NPSS is transmitted over this frequency. From the infor-
mation of where in time the peak is detected and the knowledge of that the NPSS
is transmitted in subframe number 5, the device can make estimation of how it
should be calibrated in order to synchronize to the base station, as the next step
of the connection procedure.
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Figure 2.5: Band scan procedure
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Figure 2.6: Two plots of processed data

2.5 Direct Memory Access

In a system such as the one in a NB-IoT device, the CPU must be able to handle
large quantities of in- and outgoing data during a short amount of time. For any
CPU to handle this kind of data on their own is a heavily power demanding process
which also will slow down the computational speed of the CPU. One way to get
around this power consuming process is to use a Direct Memory Access (DMA)
controller to control the data flow in the system. A DMA controller is a device
programmed to transfer data on behalf of the CPU. A DMA have direct access to
the memory and can therefore transfer data from one place in memory to another,
or from a I/O device to memory and vice versa. Usually a DMA controller have
several programmable channels, which makes it possible to transfer sequences of
data in parallel. When a CPU needs to perform a data transfer it sends a request
signal to the DMA controller with information about the source- and destination
address and the amount of data that is going to be sent. After the DMA have
granted the signal, the DMA transfers the requested data while the CPU either
goes back to idle mode to save power, or continue to perform other tasks [12].
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2.6 ARM SoC Designer

Systems-on-Chip’s are complex systems which requires particular design method-
ologies compared to traditional hardware architectures. This complexity increase
the need for procedures to test and verify the hardware and software concurrently
during the development process. [13]. Traditionally SoC development has been
carried out in a two step process, where first hardware is designed and developed
before the software design can take place as seen in Figure 2.7a. Different strides
to get around this bottleneck has been made and today the technology most widely
used by the industry is to utilize a hardware design on an FPGA as seen in Figure
2.7b in order to verify the hardware and to be able to start software design before
implementing the final solution on silicon. However, using an FPGA as a refer-
ence model for the final design often leads to a larger implemented silicon area and
power consumption not equal to the one estimated on the FPGA. This due to the
imprecise estimation on the FPGA always leads to developers adding a margin of
error onto the design. To take SoC development one step further, specific Elec-
tronic System-Level (ESL) Design tools has been developed in order to simplify
the production and to increase the possibilities to analyze and optimize during the
developing phase. The use of ESL makes it possible to utilize the SoC virtually
in order to start implementing software in parallel. From an industry perspective
the new methodology will make it possible to design hardware and software fully
in parallel as seen in Figure 2.7c and at the same time give the opportunity to
debug and verify whole systems at a cycle accurate level.

One of the tools aiming to solve this bottleneck is ARM SoC Designer, which
provides a virtual environment for simulation of integrated SoC’s with multiple
cores, peripherals and memories using C++. From the SoC Designer User Guide
manual it can be read that with a cycle-based scheduler and a transaction-based
component interface SoC Designer are able to simulate whole systems at a cy-
cle accurate level at very high speeds. The program can be used for standalone
model simulations, integrated hardware simulations or as a hardware/software co-
simulation tool. As stated in the User Guide, some of the key features are [2]:

e Controlling the simulation at a cycle accurate level

e Viewing the system structure and hierarchy

e Viewing and modifying the parameters of a system

e Viewing registers and memories through the Cycle Accurate Debug Interface

e Setting breakpoints on registers, memories, disassembly, transactions, and
signals

e Monitoring transactions and signals

These features gives the ability to speed up the system integration time, reduce
the risks by validating hardware with actual system software, dismiss physical
hardware prototypes availability as a bottleneck and accelerate the overall process
of testing and debugging a system.
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ARM SoC Designer is divided into two separate parts, the SoC Designer Can-
vas and the SoC Designer Simulator. The different layouts from the two parts can
be seen in Figure 2.8 and 2.9, respectively.

The canvas is a drag and drop environment where the hardware system is built
up with block components connected to each other. An entire hardware system
can be built up using already defined components from the component library or
by adding own designed components. If using components not included in the
standard library the components must first be converted to the predefined SoC
Designer type before it can be added to the canvas. The methodology of this
procedure will be more extensively explained in section 4.2.1.

The SoC Designer Simulator is as the name may reveal, the simulator in SoC
Designer in order to test and validate the performance of the HW design together
with desired software. The simulator gives the opportunity to perform trade-off
analysis of the architecture to find if any bottlenecks in the system requires a
redesign. The simulator also offers a debugging stage, which adds the possibility
to set breakpoints and watchpoints in the system, but also allows the user to
follow the signals with cycle accurate precision. From a software point of view,
the simulator gives the opportunity to debug the software at a cycle accurate
level and by enabling processor profiling each step of the executed software can be
followed as shown in Figure 2.10 [1].

2.7 Real-Time Operating Systems

In every operational system there is some system in the background controlling
it. This is called the Operating system (OS) and is responsible for managing the
processors hardware resources and hosting applications. A real-time operation
system perform these things but is also designed to run applications with a very
precise timing and at a high level of reliability. Real-time systems are common to
find in measurement and automation systems where downtime is costly and where
a delay could cause safety issues. There are some requirements the OS need to
fulfill to be considered a real-time operating system. For instance, the system need
to have a known maximum time for every critical operation and needs to be able
to perform interrupt handling if necessary. The purpose of choosing a real-time
operating system instead of a general operating system is to guarantee that the the
program will run with a very consistent timing [14]. As mentioned several times
before in this chapter a NB-IoT device has very limited supply of resources and at
the same time very high timing constraints, which require a real-time operation
system.
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Chapter 3

System

A description of the hardware and software system implemented in ARM SoC
Designer. This includes specific hardware and software design choices when porting
the system. Due to some confidential information belonging to ARM, some parts
may not be explained or shown with the same level of accuracy as the rest of the
System.

3.1 Hardware

The hardware system is built up in the ARM SoC Designer Canvas and is mainly
covered by three separate parts connected to each other. The main parts are
the processor system, the digital processing system and DMA controllers, seen in
Figure 3.1.

Memories

<_ Processor
System
Digital Signal Processing System &

Figure 3.1: System overview of the hardware

The processor system is the primary part of the system and includes an ARM
Cortex processor, a bus matrix, an Universal Asynchronous Receiver/Transmitter
(UART) and memories. The bus matrix makes it possible to connect all hardware
components to each other and to the same bus. By connecting all components
to the same bus enables the possibility to use DMA controllers to transfer large
amount of data throughout the system, when the processor demands it. The
system’s UART on the other hand does not add or change any of the system’s
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functionality and is only there as debugging support during the development phase.
The UART enables the possibility to monitor the system during runtime which is
done by adding messages in the software which during runtime is printed from the
UART. The memories in the system is divided into two parts. The first part is
used for execution and is where the instructions from the software is placed during
runtime in order to make the processor do what it is programmed to do. The
second part of the memory is used to store data. For instance, the test data that
is passed into the system is stored at a specific place in this part of the memory
and also the data after it has been processed is saved here. Also, while the data is
analyzed in the software, the processor stores some parts of the data in this part
of memory. One thing to note about the entire processor system is that all these
blocks are all compatible with ARM SoC Designer. With a valid licence of the
program all these blocks can be downloaded from ARM’s IP exchange website and
directly imported to SoC Designer Canvas without any modification.

The digital signal processing system contain the wrapped blocks required to
perform the hardware side of a band scan. This part contain several subparts
where each part within it processes the ingoing data in order to find and extract
the NPSS before it is analyzed in the processor. An important thing regarding
this part of the system is that it is operating in a different time domain compared
to the rest of the system. Since it operates in another domain, this system also
includes clock domain crossing FIFO’s at every in and out port. Unfortunately the
components inside the digital signal processing system part may not be described
any further.

The third part of the hardware system are the DMA controllers. Even though
they are compatible with ARM SoC Designer as the processor system described
earlier in this section, they are here considered as standalone parts. The DMA
controllers handle all big data transfers from the digital signal processing system to
the memory and vice versa. The DMA transfer starts when the processor sends a
call to the DMA with the size of the data and the source- and destination address.
The controller starts to transfer data from the source to the destination address
until all data has been sent. When the transfer is finished, the DMA sends an
interrupt message to the processor in order to notify it of the completion of the
transfer.
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3.2 Software

The system software is a general implementation of an NB-IoT physical layer
consisting three main parts. The layer one software services, the platform specific
drivers and a real time operating system as seen in Figure 3.2 on top the hardware
platform at the bottom.

Layer 1 Software Services

Platform Drivers
Platform

Figure 3.2: System software on top of the hardware platform

The layer 1 services include all functionalities from the software side to perform
a band scan. In order to start any processes in the OSI-model layer 1, a call from
a higher abstraction level to the physical layer is made. When a band scan call is
made from layer 2, the processor initializes the hardware and sends a request to the
DMA to send data from memory into the digital signal processing system. When
the data has been processed in the digital signal processing system and again placed
in memory by the DMA controller, the data is analyzed by the software in order
to investigate if the data consist the desired NPSS or not. When this procedure
is done the physical layer services returns the result to layer 2. Unfortunately the
software procedures during a band scan may not be described any further.

The platform specific drivers are there to integrate the programmable hard-
ware components, such as DMA controllers and UARTSs, with SoC Designer and
to make them work with the layer 1 services. For instance, when integrating a
DMA controller with SoC Designer the block will have all functionalities to work
properly, but without the information of how and when it should perform cer-
tain tasks or what different calls from the processor signifies. Seen in Figure 3.2,
the platform drivers are placed in between the physical layer and the hardware
platform and handle the communication between the two parts. The processor
perform simple method calls to the platform drivers and the driver make sure the
correct information is passed forward to the hardware block.

FreeRTOS is the systems real-time operating system (RTOS). An active open
source project targeted at embedded systems which is designed to be robust, simple
and easy to use [15]. FreeRTOS responsibilities involve prioritizing, scheduling and
running user-defined tasks [16].
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Chapter 4

Method

This chapter will describe the methods used to implement the wireless system and
the choices made during the process. It will also cover the approaches made to
verify the system.

4.1 Introduction

As an initial description, the hands-on part of this project is divided into two parts.
One hardware and one software part. The hardware part includes the methodology
and approach to integrate existing hardware design into the virtual platform ARM
SoC Designer and the software part how to integrate ARM’s software design and
make it run in SoC Designer.

4.2 Hardware

From a hardware point of view the goal was to build up the required hardware
blocks of the digital signal processing system in ARM SoC Designer in order to
perform a band scan. This was done in several sprints where the initial phase
entailed to first break down the current hardware design into separate blocks and
then wrap each of them to make the blocks compatible in the virtual platform.
Another sprint involved finding and integrate a solution to cross clock domains
between different blocks in the design. In the last step an RF interface replacement
solution was developed and integrated onto the system in order to feed data to
the complete system.

4.2.1 Hardware Integration

In order to make the hardware design compatible with ARM SoC Designer, each
and every HW-block in the design necessary to perform a band scan, had to be
modified before it could be integrated into the virtual platform. To do this, a
wrapper around the hardware components was created. The wrapper around the
blocks made it possible to integrate the hardware into SoC Designer, but it also
gave the possibility to add registers to the in- and out ports of the components to
monitor every signal at each clock cycle.
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The created wrapper can be described as a surrounding shell designed to be
compatible to the platforms interface on the outside and to the developed hardware
on the inside as seen in Figure 4.1. Since every wrapper is designed individually for
each hardware component, different components can be connected to each other
with help of the wrapper even if the protocols is made differently.

SoC Designer Canvas

SoC Designer Wrapper SoC Designer Wrapper
Input 1 N e - R Sutput 1
| |

-l -+ - r-=
Input 2 ___D: HW - 1 - _{>l HW -+ Sutput 2

F- Block | g Block (.

- - - =
Input 3 | | - | | ouput3 |

Figure 4.1: Systematic overview of how hardware blocks are
wrapped to be compatible with ARM SoC Designer

A general description of how to wrap a hardware component
Create in- and out ports compatible to SoC Designer

Create interfaces to the ports in order to make them visible

Create signals compatible to the inner HW-block

Instantiate registers of the signals

Bind the clock signal from SoC Designer directly to the inner HW-block
Bind the signals to the ports of the inner HW-block

A T o A

Implement a method to convert signals on the in port of the wrapper to
the created input signals and from the output signals to the out ports.

8. Update sensitivity list to call the implemented method above when a
triggering event happens on the in ports.

4.2.2 Clock Domain Crossings

As mentioned in the previous chapter the digital signal processing system operates
on a different clock frequency compared to the rest of the system. In order to cross
over from one clock domain to another, clock domain crossing FIFO’s needed to
be implemented between the two parts in the hardware. In this design the FIFO’s
worked as a buffer that received incoming data at one rate and transmitted on
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another. They also had a built in memory to store values if the rate of the incoming
data was higher than the outgoing data rate.

To implement the FIFO’s into ARM SoC Designer the block needed to be
wrapped with the same methodology as mention in the section above, but with
ability to handle two clock frequencies. This was unfortunately a problem since
SoC Designer did not have any standard solution for two different clock domains.
To get around this problem with only one clock signal, the same frequency as the
processor system was connected to the block and the frequency was then modified
inside the wrapper. In the wrapper a parameter with the ratio between the input
clock frequency and the desired clock frequency was set and with it creating a new
clock signal with the input clock frequency multiplied with the ratio. Two clock
signals with the correct ratio was created and could then be connected to the inner
module.

4.2.3 RF Interface Replacement Solution

Once the wireless system containing CPU, memories, DMA controllers and the
digital signal processing system was implemented into the virtual platform. A
solution to stream data into the system needed to be developed in order to simulate
a band scan in the hardware.

Processor
System
&
Memories

Figure 4.2: Schematic figure of the RF interface replacement solu-
tion

The solution to this problem was to use an additional DMA controller as a
simulated RF interface as seen in Figure 4.2. By placing data in memory rep-
resenting different scanned frequencies from LTE bands, a place in memory then
represented scanned data at a specific radio frequency. By performing a call from
the CPU to the DMA before every simulation, data would be streamed from the
DMA into the digital signal processing system with the same behavior as if it came
from a real RF interface.
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4.3 Software

From a software point of view, almost all of the functionalities to perform a band
scan was already developed at the time this project was initialized. However, all
the functionalities was developed to run on an FPGA and not in the ARM SoC
Designer environment. In order to make the software compatible to the virtual
platform, all the platform specific implementations compatible with the FPGA
had to be removed. The compiler had to be changed and new platform specific
drivers for SoC Designer had to be developed.

4.3.1 Target Adaption

In order to make the already developed software project work in the ARM SoC De-
signer environment, the first step was to eliminate all target specific dependencies
to the old target. This was done by updating all functions and defines connected
to the platform into stubs. A simple example of how to stub a function can be
seen in Listing 4.1 and 4.2.

Listing 4.1: Original method Listing 4.2: Stubed method

int distance(int x, int y) int distance(int x, int y)

{

if (x>y) { (void) x;
return x — y; (void) y;
} else {
return y — x; return 0;

} }

4.3.2 Compilation and Linking

Once all hardware specific dependencies was eliminated, the next step was to
make the software compile with the compiler specified for ARM SoC Designer,
ARMClang. Since the project towards the old target was built with GCC, some
parts had to be added, removed, modified or rewritten in order to make the project
build and link to an executable file.
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4.3.3 Target Specific Implementation

With the compiler changed to ARMClang and all target specific methods stubbed.
The software part was now ready to be integrated together with the hardware. The
earlier stubbed methods required to perform a band scan were again implemented,
but now with the functionality to work on the virtual platform instead. New
addresses regarding in and out ports to the memories and peripherals was defined
and new drivers was developed in order to receive and transmit data from the CPU
to the rest of the system. Also a driver to the UART was implemented, by doing
this the possibility to print debug messages during execution time was enabled.

4.3.4 Band Scan

Once all platform specific methods were implemented and the ports had been
mapped with the correct addresses. The system now had functionality to transmit
and receive data through the DMA controller and also the ability to navigate the
hardware system by sending control signals directly from the processor to the
hardware. The system was now finally ready to make use of the already existing
methods to perform a band scan.

To be able to perform a band scan, a portrayed layer 2 call had to be im-
plemented in the physical layer. This was done by creating a thread containing
the required calls to set up the correct path in the hardware and to enabling the
components needed. Once a band scan call had been made the command was
placed in a queue until the system was ready to perform the commands. The state

machine of the band scan procedure can be seen in Figure 4.3.
< Start >~ Initialize Platform —>{ Change HW Path > art DMATO 4_@
- J

e s —" y

Create Band Scan Insert Data In Wait For DMA RX
Thread Memory Interrupt
Start RF DMA To Start Band Scan
Setup HW Path Send Data Algorithms

Reset Required Wait For Data To Band Scan
HW Block Be Processed Analyzing Data @
~ . J

Figure 4.3: Software State Machine
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4.4  Testing and Validation

When developing a complex system such as a SoC, every implemented part of the
system needs to be tested and validated thoroughly. During implementation of the
NB-IoT system in to ARM SoC Designer, the four main levels of software testing
approach were adopted. This meant the testing process was split up into four lesser
stages; unit, integration, system and acceptance testing [17]. By adopting this
verification approach, both hardware and software could separately be proven to
work properly before putting them together to perform the system and acceptance
testing stages.

The hardware testing approach could be described as the following. Starting
out by testing every hardware block wrapper implementation by itself in the SoC
Designer environment, together with the same test data as the one used to verify
the component at a register transfer level. A first step to assert the system is made
by verifying the wrapped blocks returned the same values as the original imple-
mentation without the wrap. The blocks were then tested in a much-simplified
version of the desired system with a so-called ramp, where the lowest possible to
the highest possible value was sent through the system to see if the blocks worked
and interacted together as intended. If the result was valid, another block was
added and so forth until the entire system existed in SoC Designer.

Due to the existence of different time domains in the system, the crossing
between two different clock frequencies also had to be tested. This was done
in a similar way as before, with a ramp, which made it obvious if there were
any loss or addition of data in the crossings between time domains. Once the
unit and integration tests were working as intended, the hardware system was
tested with a real scenario radio test vector sent with a DMA controller from the
processor memory to the hardware chain before being fetched by another DMA
controller and placed back in memory. The processed result in memory could then
be compared to the results processed from a Matlab reference model representing
the same system.

The software side of the system were mainly tested with the help of ARM SoC
Designers great software debugging capabilities, which made it possible to display
exactly what process were being executed at the current clock cycle. For instance,
this made it possible to discover where timeout or execution errors occurred. The
timing of the different software processes were then tested in the same manner
with SoC Designer. This to verify the processes were performed in the correct
order and that each process had enough time to execute. To conclude the software
system testing, a radio test vector were ran through a Matlab reference model
representing the hardware and later placed in the memory to be used to perform
a band scan. By doing this, the software could be decoupled from the hardware
and tested individually. By comparing peak(s) found in the Matlab model with
the ones in the software, the model would be considered as working when the two
models generated the same answer.

Once the respective hardware and software testing procedures were completed,
the combined system of them put together were tested with the real scenario test
vector. The execution scheme was verified to work as the intended state machine
in Figure 4.3 and the number of peaks found was verified to be the same number



Method 27

of peaks found in the Matlab reference model.

The implemented system in SoC Designer was lastly acceptance tested by
running multiple variants of radio test vectors and comparing them to their equiv-
alence in Matlab to see if different scenarios would have any impact on the intended
results.

To summarize, the testing and validation process looked like the following:

Hardware
Unit. Test every block individually with previously generated test data.

b. Integration. Test blocks together with each other by adding additional
blocks to functional system one at a time.

c. System. Test complete hardware implementation with radio test vector.

Software
Unit. Test the different parts of the band scan algorithm.

b. Integration. See if the different parts of the band scan algorithm run in the
correct order.

c. System. Run a hardware processed radio test vector and compare to the
results to a Matlab representation of the system.

Full System
a. System. Test the two implementations together with a radio test vector.

b. Acceptance. Test the system with multiple variants of radio test vector and
compare the results to their equivalence in Matlab.

Once all these steps were working as intended, the system would be concluded
as working.
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Chapter 5

Results

This chapter will present the results carried out from this Master’s Thesis and the
data used to represent a normal use case.

5.1 Measurements

In order to verify the system, three NB-IoT test vectors where used. Each test
vector contained sampled NB-IoT test data separated with 300kHz. Test vector
1 was sampled at frequency f, test vector 2 at frequency f + 300kHz and test
vector 3 at frequency f + 600kHz. All test vectors contained the same number of
sampled data points but only test vector 2 was sampled at a frequency containing
the desired NPSS, hence only the output result from test vector 2 was supposed
to indicate that a NPSS was found. The indication of a found NPSS can be
distinguished by looking at the output stages of Figure 5.1 to 5.3. If a NPSS is
found, a distinct peak with a much higher amplitude compared to the rest of the
signal will be visible.

In order to visualize and validate the result, the vectors were processed through
the system and extracted after specific stages in the system. Figure 5.1 to 5.3 rep-
resent the results of the three different datasets processed through the implemented
hardware. Each figure contains the input signal and three different stages of pro-
cessed data, band scan stage 1, band scan stage 2 and band scan stage 3, where
the third stage also is the output signal. As expected, only Figure 5.2 contains
a distinct peak at the output stage, which indicates that the test vector contains
the desired NPSS. Worth noticing is the scale of the y-axis at the output stages.
In Figures 5.1 and 5.3 where no desired signal is found, the amplitude is varying
from -400 to 400 compared to when the NPSS is found in Figure 5.2, where the
amplitude of the peak is over 20 000. When detecting a peak, only the relationship
between the amplitudes are of importance and the reason why the amplitude is
left without any specified unit.
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Figure 5.1: Test vector 1: a) Sampled input data b) Band scan
stage 1 ¢) Band scan stage 2 d) Band scan stage 3

«10%

e

«10%

I
L HJNV' vt J’*’Wﬂw‘\'\mﬂ*f - ||||I| || M". JM‘WWWU'\M A
I}

«10%

w

(=)

200

Amplitude

(=)

-200

0 “___.,_,,-.\__.-«\,r-_pn_-m-,_.,h.d—\,-—\M\JnL.r\,J,—_MMJ--—mw-A

Time

Figure 5.2: Test vector 2: a) Sampled input data b) Band scan
stage 1 ¢) Band scan stage 2 d) Band scan stage 3



Results 31

5 «10%
0
«10%

T

I Wﬂnm,fllwl T(M H\'\)"V“‘MJ“‘.FW' Mlm " ”ﬁmnh'ﬂ;',""\ Il['m{‘ﬁu.a o

(=]

Amplitude

(=]

n f
0 L\;{Il'.n"\.l' llrll\,'rllhll_lll)l \,I'w\,lﬁ“'“nbf'.,\.'nw\x.w Mﬁ\‘lﬂ’\."\lf\ylull'lvwlh{\flﬂﬂ N

Time

Figure 5.3: Test vector 3: a) Sampled input data b) Band scan
stage 1 c) Band scan stage 2 d) Band scan stage 3

5.2 SoC Designer and Matlab Signal Comparison

As described in Section 4.4, the method to verify and evaluate the systems pro-
cessed data was to compare the data to values extracted from a Matlab reference
model after each modification stage.

To verify the system, the previously mentioned test vectors from section 5.1
were passed through the two models to find if they processed the signal equally
and if the results after each processed stage were the same. Since the Matlab
reference model were stated to process the data correctly, this model were used
as the true value and the SoC Designer model could only be considered correctly
implemented if the difference between the Matlab- and SoC Designer model were
zZero.

Figures 5.4 to 5.12 shows a comparison of the test vectors at different stages
when processed through Matlab and ARM SoC Designer. It also shows the dif-
ference between the two signals. As seen in the figures the processed signals looks
identical to each other, notably the difference between them are zero. This implies
that the signals not only looks to be the same, they are in fact identical to each
other and the result of the processed signals will be the same independently if
signals are processed in Matlab or in the virtual platform. By using different test
vectors and passing them through the two models, it is also shown that the signals
are processed equally regardless if the signal contains the NPSS or not.

Figures 5.4 to 5.6 show a comparison of test vector 1 at three different stages of
the process. By extracting the data at different stages makes it possible to follow
how the data is processed and changed along the way in the model. In Figure 5.4
the data has been processed through the first band scan stage. By looking at the
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figure it can be seen that the two signals are equal, but it is hard to extract any
other information from the graph. In Figure 5.5 and 5.6 the data from test vector
1 has been processed through the second and the third band scan stage. As can
be seen in the figures, no distinct peak is found which means the signal most likely
do not contain any NPSS.

%10%

«10%

Amplitude

Time

Figure 5.4: Test vector 1: Comparison of band scan stage 1 in
(a) Matlab and (b) ARM SoC Designer and (c) the difference
between them

Figure 5.7 to 5.9 shows a comparison of test vector 2 at the same stages of the
band scan process as the first vector. At band scan stage 1 the signal looks very
similar to the signal in Figure 5.4, but after the signal has been processed though
band scan stage 2, something starts to happen around 6/10 of the time (Figure
5.8) and by looking at Figure 5.9, when the signal is passed trough the third stage,
a distinct peak is found which indicates the data processed through the system
most likely carries the desired NPSS.

Figure 5.10 to 5.12 shows a comparison of test vector 3 processed through the
two models at the same three stages as before. In this case, the signal after the
first band scan stage (Figure 5.10) looks very similar to the other two signals from
test vector 1 and 2 (Figure 5.4 and 5.7). In Figure 5.11 the signal is processed
through the second stage and by looking at the amplitude and then comparing
it to the amplitude of the signal in Figure 5.8 the content of the signal can be
considered, from a band scan perspective, to contain nothing of value. This also
reflects the outcome after band scan stage 3, were no peak is found (Figure 5.12).
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Figure 5.5: Test vector 1: Comparison of band scan stage 2 in
(a) Matlab and (b) ARM SoC Designer and (c) the difference
between them
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Figure 5.6: Test vector 1: Comparison of band scan stage 3 in
(a) Matlab and (b) ARM SoC Designer and (c) the difference
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Figure 5.7: Test vector 2: Comparison of band scan stage 1 in
(a) Matlab and (b) ARM SoC Designer and (c) the difference
between them
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Figure 5.8: Test vector 2: Comparison of band scan stage 2 in
(a) Matlab and (b) ARM SoC Designer and (c) the difference
between them



Results 35
5 «10%
\
0 —"‘-\.f‘-»J“—"\,--V\—-/"\/‘-.-M--\.\_—\,M--\,Jv\\/\\—.ll Y e
-5
5 «10%
'F)
=
2 A
ﬁ 0 A A o A W o A
E
<T
5
1
0

Time

Figure 5.9: Test vector 2: Comparison of band scan stage 3 in
(a) Matlab and (b) ARM SoC Designer and (c) the difference
between them
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Figure 5.10: Test vector 3: Comparison of band scan stage 1 in
(a) Matlab and (b) ARM SoC Designer and (c) the difference
between them
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Even if only the result from test vector 2 contained the desired NPSS, all three
test vectors used and processed though the system describes real user scenarios.
The fact that all signals independent of at what stage the data has been extracted
from, gives the same result when it is compared to the Matlab reference model.
This indicates the validity of the system and that the model implemented in ARM
SoC Designer can be used as a valid representation of the digital signal processing
system of the NB-IoT design.

5.3 Performance

In order to evaluate performance, the simulation speed had to be measured and
assessed. The SoC Designer Simulator measured the frequency of the simulation
during execution of the final system to approximately 13kHz.

During hardware development, the size of the system increased for each com-
ponent added onto the platform. As the hardware system became larger, the
performance started to drop. By running the simulation multiple times, where
the first simulation only contained the processor system and at each new iteration
adding subsystems one at a time until the entire system were implemented, the
performance at different hardware sizes of the system could be measured. The
result of the measurement is presented in Table 5.1 and shows the performance of
the simulation is dependent on the size of the implemented hardware into SoC De-
signer. When only the processor system is implemented, the system performs with
a frequency of 67.1kHz compared to when the entire HW system is implemented
and the performance has decreased to only operate at 13kHz. Worth noticing is
the non-linearity to the loss of performance while adding subparts into the system.
As a result, the performance is more dependent on the complexity for each added
hardware block and not in the number of blocks added to the system.

To investigate if the hardware of the workstation hosting the simulation and if
the size of the implemented system had any impact on the computer load during
simulation. A monitor of the CPU was opened, as the one seen in Figure 5.13. By
enabling this monitor it could be seen that only one of the cores in the processor
during simulation operated at 100% while the workload of the other cores were
almost 0%. Revealing a major bottleneck with the SoC Designer simulation, where
it does not support the use of multiple cores during execution.

Table 5.1: Measurements of how the performance is dependent on
the size of the hardware system

Hardware size Performance (kHz)
Processor system 67.1
+ Subsystem 1 26.3
+ Subsystem 2 19.2
+ Subsystem 3 17.9
-+ Subsystem 4 15.4

Final HW System 13.0
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Figure 5.13: Computer load during simulation

5.3.1 Band Scan

Since a band scan involves scanning an entire frequency band and evaluating every
frequency segment within it, the worst case scenario would be to perform a band
scan on a very wide band. By considering one of the widest bands to be 45MHz
wide, the number of frequencies required to scan the whole band would be 150
different frequencies if each frequency segment is separated with 300kHz. In a
real case scenario this would not be of any problem since the radio module would
scan each frequency segment one at a time and process it though the digital signal
processing system. But due to the RF interface replacement solution discussed in
section 4.2.3 and the memory restrictions in the system, a band scan containing
150 different data sets would not be possible to perform, since 150 sets of data
would not fit in the memory used for this system. Instead a band containing
only seven different frequencies were performed. This was performed by placing
seven different test vectors in the memory and starting the band scan procedure,
which involved one initialization phase and seven individual frequency evaluations
performed in the system. As can be seen in Figure 5.14, the number of clock
cycles it takes to evaluate a certain frequency containing sampled data is the same
regardless of it being the first or the last frequency to be processed. By taking
this into account together with the obtained operating frequency of the system,
the time it takes to perform a full scale band scan can be calculated as equation
5.1. Where t;,; is the time needed to run the initialization phase, tfcqn is the
time needed to evaluate a singular frequency and t;y¢q; is the total time needed to
run the initialization phase plus the number of different frequencies in the band.
Equation 5.2 and 5.3 show the time difference and the time needed to simulate
the worst case scenario of an entire band of 150 frequencies with the speed of only
the processor system (5.2) compared to the complete larger system (5.3).

When performing the band scan evaluation of seven different test vectors,
only one of the vectors contained any valuable information regarding the band
scan procedure. By taking this into account while looking at Figure 5.14, it can
be concluded that the evaluation of each frequency takes the same amount of time
to perform, regardless if the desired NPSS is found or not. Which indicates the
estimated time calculated in Equation 5.2 and 5.3 to be a valid estimation.
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How to calculate the time it takes to perform a band scan

nbr of clock cycles for initialization phase

init — . N
simulation speed

nbr of clock cycles per freq

t =
fscan simulation speed

tiotal = tinit + (nbr of freq in a band) X tfsean

From Figure 5.14 the following data can be extracted:
nbr of clock cycles for initialization phase = 2 083 655
nbr of clock cycles per freq = 697 890

Considering bandwidth of 45MHz:
nbr of freq in a band = 150

Time consumption if the system would work with

the processor system only, simulation speed = 67.1 kHz

2083655
fimit = 0220 311
1= o100 oLl
697 890
tfscan = 67 100 = 10.4s

ttotal - tinit + 150 x tfscan = 1591.1s =~ 27min

Time consumption with complete hardware system,

simulation speed = 13.0 kHz

2083 655
it = oo = 160.2
Linit = —3000 00.2s
697 890
tfscan - 13000 = 53.7s

trotal = tinit + 150 X tfsqn = 8212.95 ~ 2h 16 min

(5.2)




40 Results

Table 5.2: Measurements of the number of clock cycles it takes to
handle an interrupt in regular and in writing-to-file mode.

Procedure ‘ Clock Cycles Time (s)
Regular 22695 1.75
Write to file 59517970 424.5
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Figure 5.14: Bar plot of the number of clock cycles it takes at each
step in the simulation and the approximate time at a clock speed
of 13kHz

5.3.2 Data Extraction

As mentioned in 5.1 the data had to be extracted from the system after certain
stages of the process in order to compare and verify it against the Matlab computed
results. The procedure of doing this was to use an UART to print the content of
the memory to a text file once an interrupt declared the processed data had been
transfered into memory. This was of course a very time demanding procedure and
by measuring the number of clock cycles it took to handle an interrupt with and
without writing to a text file, the result in Table 5.2 could be extracted. The
difference between the two could be calculated to be approximately 5.5 million
clock cycles and and adding 423.75s on top of the regular mode simulation time
to run in writing-to-file mode.



Chapter 6

Discussion

In this section the subject of the Master’s Thesis will be discussed with respect
to the research questions and sub-questions from Chapter 1. This will lead to a
discussion about ARM SoC Designers current uses, possible improvements and
other general thoughts about the project.

6.1 ARM SoC Designer

ARM SoC Designer is a powerful tool when it comes to developing hardware and
software together. It gives great support for debugging and verification at a cycle
accurate level. SoC Designer also gives a very precise picture of the system and how
it performs. However, the platform may be powerful to use during development,
but there is also a learning threshold with the user experience and documentation.
In this section the experience gained working with ARM SoC Designer during the
project will be discussed.

As mentioned earlier the debugging capabilities in this program is very power-
ful. Starting from a hardware perspective it is really beneficial to have the ability
to monitor all the signals of each component in the entire system at every indi-
vidual clock cycle. By having such control it becomes very easy to validate the
correctness and performance of the system. Thus therefore also simple to find
where and when something in the system is failing or when a component is not
working as it should. Another good feature is the ability to count and measure
clock cycles for a specific component to perform its task, for instance to find bot-
tlenecks somewhere in a system. By also adding breakpoints to the in- and out
ports of the component makes it easy to perform measurements. However, this
could be made easier by adding support to set breakpoints directly on the wires
instead. As it is right now, only specific protocols are supported to set a break-
point in SoC Designer. This is not a crucial problem, but the discontinuity adds
to a lesser user experience. More about the user experience and how it is to work
with the program will be discussed further down in this section.

Developing and debugging embedded software using ARM SoC Designer is
also a great experience. The possibility to use the processor profiling function
to follow how the software are being executed at every clock cycle gives a great
insight in how the software is developed and even for the most complex systems it
is relatively easy to get involved in how the system is designed by only following the
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execution flow. This feature makes it also very easy to debug since every execution
step can be visualized. One drawback of developing software with the help of ARM
SoC Designer is the time it takes to execute. In order to execute software in SoC
Designer the CPU and necessary memories needs to be implemented in hardware,
this will make the software dependent on that hardware, which in return will slow
down the execution. This is of course the price to pay in order to get all the
debugging capabilities the tool is offering. Another drawback with the tool is the
incomparability to use any other compiler than ARMClang. Even if changing from
one compiler to another should be a relatively straight forward approach to do, it
is still a drawback that will slow down the development process.

One of the greatest strengths using ARM SoC Designer is the ability to co-
simulate hardware and software. By doing this, both hardware and software can
be verified to work properly as an integrated system and also to find out if any
system requirements are not fulfilled by either part. Using the program also give
the possibility to investigate special use cases at a cycle accurate level, in order
to find the exact amount of required memory, or if there is any bottlenecks in the
hardware design that will slow the system down or causing failures. Unfortunately
the execution speed is a drawback which makes it hard to develop entire systems
on the platform. One drawback especially crucial to the co-simulation mode is the
lack of ways to export data in a sufficient way. The current solution to extract
data is to use a UART to print from memory to a text file char by char which is
a very time-consuming process. It would be much more effective if there instead
would be a way to export a fraction of the memory to a text document all at once.

Even if ARM SoC Designer is a great tool to use during hardware and software
development, there is a couple of things that make the program lose some of
its potential. This is not because of some important feature missing, instead as
mentioned before the user experience does leave a lot to wish for. First thing to
notice when using the program is how tiresome it is to work in the Canvas. The
environment which is designed as a block diagram editor would really need a fix-up.
For instance is the procedure of rearranging and connecting blocks to each other a
rather clunky procedure. Sometimes it works fine, but most of the time something
completely different will happen after adjusting the block in the canvas as seen
in Figure 6.1. Another thing that can be really painful is the lack of information
when importing components to the library. A small error in a wrapped component
can be very hard to find since the failure will make the program refuse importing
the component without any error or crash messages.
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Figure 6.1: Snapshot from ARM SoC Designer Canvas after rear-
ranging blocks

Once the system is built up in the canvas and ready to be tested in the sim-
ulation environment some other bugs worth knowing of might appear. To start
with, the simulation will not open if any of the master ports from the wrapped
components are unconnected. This becomes quite annoying since there are no way
to disable unused ports in the program, instead the only way to get the simulation
running is to create a stub with the exact same in port type as the master port
that will absorb the signal. Another thing worth noting is the inability to connect
one master port to more than one slave port and to make it work properly. Some-
how the program does not have the ability to drive a signal from one out port to
more than one in port. So instead of connecting an out port to multiple in ports,
a splitter needs to be used in order to benefit one signal to multiple targets.

6.2 System Accuracy

ARM SoC Designer as a service have a lot of potential. But if the systems im-
plemented are not a valid representation of the real world during cycle accurate
simulation it would not be of any use in the end. Therefor it is necessary showing
comparison data between SoC Designer and Matlab model to support and verify
its accuracy. In this report three different data sets have been used to represent
three different frequencies in a baseband. These can be seen as the input signal,
the band scan stage 1, band scan stage 2 and band scan stage 3 in Figure 5.1, 5.2
and 5.3. Though only one of the data sets contain a sought energy peak after the
last band scan stage (see Figure 5.2) with the other two containing no such energy
peaks. This represents a small scenario of scanning a baseband with frequency
segments both with energy peaks and without for the best one to transmit and
receive data over.



44 Discussion

As mentioned in Section 5.2, Figure 5.4 to 5.12 shows a comparison between
the processed signal through ARM SoC Designer and Matlab and that the dif-
ferences of the modified signals are zero to show that they are identical. This
establishes that the implementation in SoC Designer are valid and that the tool
can represent an entire system without modifying the in or out data. This open
up SoC Designer to being a very potent tool when evaluating memory require-
ments and data throughput since the modulation in SoC Designer can be seen
as a valid representation of real hardware during the simulation and can therefor
give an indication of when memory size and data throughput should be enough to
support a specific use case. Even if the focus of this thesis have been to state a
proof of concept if it is possible to integrate a wireless system into SoC Designer,
the correctness of the results indicates that the possibilities to use the program for
designing sizes of buses and memories could be very beneficial.

6.3 System Performance

When evaluating the performance of the ARM SoC Designer model the first thing
to notice is that the initiation phase of the band scan procedure take up quiet a lot
of time before the actual scanning procedure start and when the scan procedure
has started it is pretty obvious from the results in Figure 5.14 that the number
of clock cycles and therefore the time consumption are not dependent on what
type of data it receives on each frequency. Instead the factors affecting the time
consumption of a band scan is the size of the frequency band and maybe most
significantly the frequency of the clock the system runs at.

One of the biggest worries in the beginning when deciding to implement a
complete system in ARM SoC Designer was how much of an impact the HW size
would have on the simulation performance. As the results shown in Table 5.1,
these worries were confirmed by performing performance measurements of smaller
subsystems instead of the entire design. It is pretty significant going from 67.1 kHz
with only the processor system to the final HW system with a clock cycle speed
of 13.0 kHz (Table 5.1). With a frequency of only 13 kHz the the time it takes to
initialize the system will be 160.2s (5.3) instead of only 31.1s (5.2) at 67.1 kHz.
Not to mention if the system needed to go through an entire band scan, which
could involve analyze up to 150 different frequencies where at 13.0 kHz that would
take approximately 2h 16min (5.3) compared to only 27min (5.2) at 67.1 kHz.

Unfortunately this performance is not good enough for most use cases on a
complete system. Since a full scale system usually would have multiple other pro-
cesses ongoing which are needed to be executed before and during the specific task
to debugging or troubleshooting, the speed will probably not being fast enough.
This would create much more down time for the developers and testers than what
many companies would probably want. Also worth mentioning is that these simu-
lations are done at a rather good workstation with an Intel Core i7 processor and
16GB of RAM. But still this is not enough.

Different types of solutions to this problem are only speculative claims since
no data are produced to support them. But one type of solution to this problem
might be to run these simulations in a computer cluster with multiple connected
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computers to bring up the performance. But, as can be seen in Figure 5.13, the
tool only seems to make use of one core as it runs and therefore this may not be
the solution to look for.

Another opportunity, which seems like the more interesting alternative, is to
use ARM SoC Designers non cycle accurate branch Fast Models. Where the
simulation is executed at a higher pace, but at the expense of not being cycle
accurate to a specific point in the execution. The most beneficial approach would
probably be if these two parts could be combined to run a single simulation in both
modes, where only the part under investigation would run in cycle accurate mode.
Unfortunately the methodology of using and implementing IP into Fast Models
today deviates significant compared to SoC Designer, which makes the integrated
design in this project not compatible for this kind of simulations.

6.4 Summation

To summarize the experience and results gained of working with ARM SoC De-
signer it can be said that it has a lot of potential to be a widely used complement
to the traditional SoC development using an FPGA. However, the virtual plat-
form is still not mature enough to replace the FPGA entirely. With that said,
companies can have a lot to gain using it as a test program for standalone com-
ponents or subsystems, since the flexibility of adding components in the drag and
drop environment is very useful. But to develop an entire system only by using
SoC Designer as the target platform will today be a too slow development method
compared to an FPGA. One of the main things to this is the slow turnaround time
due to the clock frequency. As mention before one possible solution to this may
be to make the program make use of more than one of the hosting workstations
processor cores at the same time to speed up the program.

Even if the tool today is not fast enough to develop entire systems, it can still
be very beneficial to use it for final design evaluation. If a system is verified to
work properly on an FPGA an integration of the system to the virtual platform
could then be used to assert the exact hardware requirements to use before taping
on silicon.
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Chapter 7

Conclusion

Companies are always looking for different ways to improve their development
process to give them an upper hand on their competitors. The software tool
ARM SoC Designer tries to accomplish this through adjusting and streamlining
traditional System-on-Chip development procedures and by adding debugging and
troubleshooting capabilities which are not present on current FPGA boards.

This Master’s Thesis explored the possibilities of ARM SoC Designer and how
it can be used in combination with a complete wireless NB-IoT system to develop
SoC’s in a virtual environment. The system have been evaluated from aspects
such as turnaround time, flexibility and from the debugging capabilities the tool
enables. The tool have also been evaluated from a subjective point of view to
present how it is to work in SoC Designer.

The thesis have shown that the implementation in ARM SoC Designer is a valid
representation of the preexisting wireless NB-IoT system currently developed on
an FPGA. The results have been proven to be correct by comparing them to a
reference model in Matlab and proof of concept have been shown by successfully
performing a band scan. It have also been shown that SoC Designer adds some very
useful functionality to traditional SoC development techniques but not without
some significant flaws, which at the moment will not make it possible to completely
replace FPGA boards with ARM SoC Designer.
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Chapter 8

Future Works

This Master’s Thesis have presented a start of how ARM SoC Designer could be
used as a development tool when designing System-on-Chip’s. It has been proven
that it is fully possible to integrate a wireless system onto the virtual platform and
also how developers can benefit from the debugging and verification capabilities the
program offers. In this chapter discussions regarding the remaining work building
up the entire NB-IoT system in SoC Designer will be emphasized together with
some general ideas of things that can be done to develop SoC Designer further.

8.1 Scaling

So far in this project the required components needed to perform a band scan has
been implemented into ARM SoC Designer, but to get the entire NB-IoT system
to completely run in a virtual environment there is still some work to do. Even if
the main parts of the downlink can be considered to being integrated, the uplink
is still needed to be deployed in order to get the complete system integrated.

In order to simulate the entire layer 1 system virtually the back end of the
system also needs to be implemented. Theoretically this could be done but the
question to answer here is how the frequency will be affected of the much bigger
implemented hardware. As already seen in table 5.1 the performance of the system
are strongly dependent on the size of the hardware.

8.2 Performance

As discussed in the earlier part of this chapter the decline of performance as the
system increases is very crucial for the use of SoC Designer as a development tool.
To avoid this loss of performance while the projects is getting bigger, the first
step would probably be to investigate if there is any possibility for the program
to run on several cores at once. As noticed in figure 5.13 the current version of
the program only make use of one core. Another interesting thing to investigate
regarding the performance is the possibility of implementing Fast Models into
the cycle accurate design and how such of an implementation would affect the
turnaround time.
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8.3 Radio Module

Even if the wireless system one day will be represented completely virtually, there
will still be some problem to represent it as a good reference model if there is not
any proper solution to the radio and how to stream real data into the system. As
mentioned in the Chapter 1, one part of this project was to evaluate the possibilities
to streaming data instead of using test vectors to pass in to the system. When
starting this Master’s Thesis one could relatively fast conclude that the workload of
such a investigation would probably be of the size of a second Master’s Thesis and
has therefore not been analyzed. But the investigation would still be interesting to
perform. One interesting thing would be to investigate the possibilities to integrate
a radio card from the hosting workstation to be accessed of the virtual platform. If
this could be done, a bridge between the real world and the simulation environment
will be created which will enable the system to directly test real data transfered
over the air.
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