Example of a geometrical description of M-ary QAM:
(QAM — OFDM — MIMO)

“From signal waveforms to signal points”

. The signal space concept is general and powerful.
. Increased insight and understanding.

. Improved analysis and implementations.

. We can understand more complicated systems.

se(t) = Apg(t)cos(2m fot) — Byg(t)sin(2af.t)| ¢=0,1,...,M — 1

[ — —

se(t) = Aey/ Ey/261(t) + Bey/Ey /2 a(1) (2.99)
S— R
sp1 E¢ .

g(t) cos(2m f.t)

b1(t) = LD (2.100)
\/EQ;'Q
bo(t) = g(t) ::%111[2Trﬁ~_t] (2.101)
\/Eg;'g
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2 (t) = Soovy zjebe(t) = zj1h1(t) + zj22(t) + ... + zi ndN(T)

5.1)
T, _ , ,
/ sttt =4 L 0 TSI 19 N (5.2)
zi(t) = zj = (21,252 - » ZN)T . F=0,1,....M—1 (5.3)
N - g(t) o RN
se(t) = Agg(t) = Ae/Ey - = A/ E,-O1(t) = sp1 - 01(1) (2.51)
\ ng — e’
S S£,1
P1(t)
2-PAM 4-PAM 8-PAM
ZEI 21 Z[I 21 22 23 Z[I 21 Z2 23 24 25 ZE- Z?
—eo o> oo o o >) o o o e o o o o > |
0 0 0
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As examples, let us collect some results from subsection 2.4:

M-ary PAM: z; = ((—-M +1+2j)/E,). N =1
M-ary PSK: z; = (ms(r ) 5' , sin(v; )/ =2 ) N =2
B—'I-al‘}" FSK: ~j = (U. D-_« « ey E D U D tf N =M (54)
f.r'
M-ary QAM: z; = (Ajﬁ./%a, B;y/ %1) , N =:
4-QAM 16-QAM 64-QAM
by
¢y b, A
4 4 EEEREINEEXEK)
o 2 & 2 0
e oo e EEEREREEX
o ® . {1} ® o @ . ¢ ® @ @ & ® 9 & @ > ¢
L AN 1 o o9 @ 1 ® ® ® (o 9 0 1
[ BN AN BN | ® & ® & ® 8 & @
. BN BN BN BE BN BN BN
BEEERERNEEX
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Ts N
fﬂ z?(t)dt = > 11 zif = z?'zj

[T (25 (1) — 2 (8))2dt = SN (200 — 2j0)? =

Ei + Ej — 2,3?',23'

Figure 5.3: Illustrating £, and D, ; in signal space.
124 = £ 1,7 =
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a)
Figure 5.6: a) The first step in the MAP receiver;

T,
[g ,j.if:lmp t)dt = / Z zZj, O (T (t)dt = Z Zj, ;;1; G (T) e (E)dt = Zi 6

n=1 n=1
(5.12)

After the correlators we obtain a received noisy signalpoint r!

E{t-!'f} =10
= E{w?} = Ny /2 {=1,2,....,N (5.22)
E{t-!'ft['m} =1, t( :—"' m
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N© L 0 1 ) /L . :
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| en® Epn12 = 20(Pypg) !
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b)

Figure 5.8: a) The MAP receiver; b) A discrete-time model of the decision
variable &;.



(5.18)

Figure 5.7: Illustrating “the cloud” of noise in r if message m; is sent.

The distance between the received noisy signal point r and

the signal point zj is:

2
D?,

_zj}h(?_zj}_Z(rf /-f;f.’g
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MAP decision rule:

m(r) =my, < min {DZ, — Noln(P;)} = D2, — Noln(FP)
{i}

—
[y §
]
o

i

max {r"z; +c;} =r"z¢+ ¢

{i}

ML decision rule = minimum distance decision rule:

In the MAP decision rule (5.2

25)—(5.26) we observe that if P, = 1/M, then the
terms Nofn(F,) can be ignored,

resulting in the decision rule

m(r) =my < 11{11}11 D2 = D?.‘g (5.2
T

w
o
o0

e

Hence, ¢f P; = 1/M, then the ML decision rule is obtained as the
minemum Fuclidean distance decision rule. Observe also in (5.25) that

Digital communications - Advanced course: 3
Introduction - week 1



5.1.3 The Symbol Error Probability for M-ary PANM

Decision boundaries

A S

D 1Zy 121 I I I 1 Zy 1o
t:t:t:t:t:t:t:tMI by
r{} I l—1|r2| I I I |rh{-1
0 -
Dmin

Figure 5.9: The signal space for M-ary PAM with equispaced amplitudes, cen-

tered symmetrically around zero (see (5.4)).

Prob{error|mg sent} = Prob {Uf’l L G

w Dmin
= Prob {_1 > —_— = ()
_;'T\"'D ;f{ 2 \/ 24\0

(5.31)
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Prob{error|my sent} = Prob {u.rl < — or wy >

2
un Dlnin un Dmin
No/2 V2No No/2  V2No
— 20
M—1
P, = E P; Prob{error|m; sent }
j=0

M-ary PAM

P, =2 (M-1)Q (\/%m)

P, is shown in Figure 5.13 on page 362.

Digital communications - Advanced course:
Introduction - week 1
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5.1.4 The Symbol Error Probability for QPSK

r(t) =2z (t)+ N(t), 0<t<T, j=0,1,...,M—1 (5.13)
P = 21 4w (5.36)
= 2+ s (537
9
2,0 VED - °©z,
Iy To

Figure 5.10: The signal space for QPSK if vy = (27 .Lif + 7/4) (see (5.4)).

Digital communications - Advanced course:
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Figure 5.10: The signal space for QPSK if vy, = (27 .Lif + w/4) (see (5.4)).

Prob{error|mg sent} = 1 — Prob{correct decision|mg sent} =

Dmin Dmin
= l—Pmb{wl > - we = — 3 }:

=1— Prob { wy = —Dnﬁn} Prab { T —Dgﬁ“} =

. SyImme tr v
i m2 2 2 l«
=1 1 Q 'Drn.in _ EQ 'Dnlin QE 'Dnlin _
= v E:H"-"g - v IN 0 v 2.-“"-".3 =
= Prob{error|m; sent} ,j =0,1,2,3 (5.38)

Digital communications - Advanced course:
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fomk
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b
A
\ ]—2 i
\ /
I, \ z%. / I
(P
23 - i;“"x
~~/ \ jr\ N D, in= 2 VE sin(m/M)
Z. ! e - b "I\_,- — \ z r':'
4 * = Y, 1
V- / JEEH - ,'I E
ey PN — s
- \ / \ ";“ ~.
® \
Zg " Lot 27
r s A
5 d Zg " I7
! \ . i
/ \ 4—— Decision boundaries
rﬁ

The Symbol Error Probability for M-ary PSK

Figure 5.11: The signal space for M-ary PSK if vy = 270/M (see (5.4)). M =

in this figure.

Q
D

D= . . il
(V&) (/)

2. = 4Fsin®*(r/M)

min
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5.1.6 The Symbol Error Probability for M-ary QAM

L] . » L L L l%rﬂ

s
rC _ -___: ’fl o | 0| 0| 0| e
e | & o |8 |8 | & |®
/ 'Jln,mu
e (o |o [0 |8 e |e

] L] ] L] ] ] ] %]}L

Dmin

Figure 5.12: The signal space for M-arv QAM (compare with (5.4), see also
Subsection 2.4.5.1). M =64 in this figure.
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['4: Compare with {5.39).

min

Prob{error|m 4 sent} = 2¢) -
E;HH'D

FE:
Prob{error/mpg sent} =
-Dmin
= l—Pmb{wl = — 5
D
=1—-|1-Q \/_
' D=
— 3 1'.I.'.I;'I.1'.I.
Q v EJH\'D
FC:
Prob{error|mg sent} =
-D Fywiny] -D TTii1 D min
=1 — Prohd — U = . — <
o { 5 B L 5 5 . W
2
D=
=1—11-2 —n —
Q v EJH"-'D

2

=
— 4 2 min
Gy
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P, — - (VIT-1) Q ( 1H,f’ 22%?) — A (VT2 @ ( ,,H,.*’Ejﬁn) . M-ary QAM

(5.50)

n

ability

mbol error prob

Sv

-\.h:l - .
Ey/Ng in dB

Figure 5.15: The symbol error probability for M-arv QAM, M = 4, 16, 64, 256,
see Table 5.1. The specific assumptions are given in Subsection 2.4.5.1 and in
Subsection 5.1.6. The bit error probability for BPSK is also given as a reference
(= Q(v/28/N0)).
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5.2.2 Power and Bandwidth Efficiency

We saw in (5.60) that the information bit rate K} is limited by d- . . ¢, P., Ng

mm

and P, ,.,. Let us divide both sides in (5.60) with the bandwidth W,

- dg- y = Cig. ~ e
p< Swin . Fe — Smm  SAR, (5.61)

Note that the bandwidth efficiency p is limited by d2 c, P eq. and by the

min?

received signal-to-noise power ratio SNR, = P./NgW within the signal

bandwidth W. The bandwidth W is the physical bandwidth defined on the

5.2.3 Shannon’s Capacity Theorem

In Shannons capacity theorem, [54], [68], [20], [43], for the bandlimited flat
(|H(f)|? = a? within the bandwidth W) AWGN channel, the capacity C for this
channel is (in bits per second),

i P
C = W log, (1 + Nﬂ;) . [b/s] (5.62)

where W is the physical bandwidth measured on the positive frequency axis
containing all the signal power. This remarkable theorem states that ([43],
[68]): There exists at least one signal construction method that achieves an
arbitrary small error probability, if the bit rate R, < C. If R, = C, then the
error probability F. is high for every possible signal construction method.

Digital communications - Advanced course:
week 2
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C = W log, ( + ) . [b/s] (5.62)

NUW

lim C = lim v ‘n :Dz - ) = _L (5.63)
W — o w— fn(2) NoW Notn(2)

= = log, (1 - \ ) log:. (1 + = ,‘io) , [bps/Hz]

or equivalently, (5.64)
‘Eb 2(7 SW 1
No  C/W

Since C 1s the maximum bit rate, £, here represents the minimum

average recetved energy per tnformation bit, for a given P,, P, = C&p.
P. C & > N
. R AL | 5.65
NoW — W N (5.65)

Digital communications - Advanced course:
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5.2.3.1 Shannon Capacity for General |JH(‘;F)|2 and Ry (f)

1. For a given average transmitted signal power P,.,:, and channel quality

function g.n(f) = |H(f)]?/Rn(f), the parameter B below should first be

determined,
Rn(f) ) :
Pqent — B d .
= . ( moneE)? (5.68)

This is referred to as "waterfilling”!

2. The capacity C' is then found as,

Y |H(f)|?
c_/ﬂz log (R\(f) B) df (5.70)

Digital communications - Advanced course:
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5.4.1 Diversity: Introductory Concepts

”Dont put all eggs in the same basket”

Assume that each message is sent in N dimensions (time/frequency/space etc)

N
S 4 (f} — Z 'Sj',n‘i.f}-r1£t} ’ J - U-_. 1,....M—1 {579}

n=1

Assume independent attenuations in each dimension:

N
r(t) =z (t) + N(t) = Y pnsjndn(t) + N(t) (5.80)
n=1
1 0
z; = = (5.81)
U v A Sj ’ N Cx N Sj 3 N

Note: It can be very “dangerous” to use only one (i.e. N=1) dimension!

Digital communications - Advanced course:
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381

We now introduce the concept of diversity in connection with Figure 5.21 and
(5.80). Diversity is often used, e.g., for so-called fading channels (randomly
varying signal levels, see Chapter 9), to improve the error probability. Diversity
can be obtained by spreading the same message over many dimensions. Hence, in
the receiver, message m; has coordinates in, say L, dimensions. Let p denote the
probability that a received signal is seriously distorted in any single dimension.
The basic idea with diversity is that the probability for large distorsions in all
dimensions (~ p¥) is significantly lower than p. Observe that this requires that
the distorsions in each dimension are essentially independent. So, intuitively
speaking, there is a high probability that a few message carrying coordinates
“survive” the channel without too much damage, and it is these coordinates
that the receiver bases its decision on. Compare with Figure 5.21b,c assuming
some of the a,,’s are close to zero. It should also be mentioned here that there is
a close relationship between the concept of diversity and the concept of coding.

Digital communications - Advanced course:
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Wit

o ome N

J:r:_.«"'-“x—-uk;.—_n:

a) The digital communication system; |

Figure 5.2

Caleulate
B scalar

products

1:

5} The ML receiver,

Select
largest

MWy ¢

assuming (5.80);

Observe that the channel attenuations are used as multipliers in the receiver
according to the receiver structure in figure 5.8a on page 341!

Digital communications - Advanced course:

week 2
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EXAMPLE 5.23

Assume a binary communication system with equiprobable antipodal signal alternatives,

K
si(t) = —solt) = aw(t), 0<t<T;
k=1

Let By sen: denote the average transmitied energy per information bit, i.e. Es) = Fa, =
Ey sent. It is also assumed that the individual pulses gg(t) are such that

T Epsent /K |, i=73
iltlgqit) =
gi(t)gs(t) . Ry
We can therefore define (sent) basis functions as,
() = —l k1,2, K

A Etl,amc,r'rK

and the signal energy Ep sene /I is sent in each of the K dimensions.

Observe that the situation studied in this ezample applies to several kinds of diversity,
e.g., time- and/or frequency-diversity, depending on how the pulses gi(f) are chosen.

The communication channel is assumed to be such that the received signal alternatives
are,

K K E
z1(t) = —zlt) = Z apgr(t) = Z 'y b}?m el 1)
k=1 k=1

1k
and they are disturbed by AWGN N(t) with power spectral density Ry f) = No/2. Note
that the channel coefficients {ay, Hi—, multiply the signal in each dimension, respectively.

The ideal ML receiver is used and it is assumed that perfect estimates of the channel
coefficients are available to the recetver.

|

a) Assume that the channel parameters {a bh_y are known to the receiver. Deter-
mine an expression of Fy that includes Ey cent.

b) Suggest a receiver structure for the case in a).

Digital communications - Advanced course:
week 3
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Solution:

a)

P = Q( TEp /INo

E. +E: X Eb sen K
S = %= 2 Z;’.k‘ bKthtE

el ho=1

Henre, we obtain that
256. sent X a
h=q ( sz_fk

Note that here a K-fold diversity is obtained, in the sense that signal energy
from all K dimensions {or “sub-channels”) is efficiently collected and wsed in
the decision process.

Note also that

D.gi s 4Eb,3eﬂt
K ] K
4F D
D, = 4B, = Ersent 5 2 Dhiso 5

b) From Figure .10 on page 247 we obfain the receiver structure below (the con-
stant 2 is ignored in the correlation below),

k
Z 8,10
TS - r111
rit) —{ (ydt 2| &7 0 |—» Decision
-l
0 m,

An equivalent receiver structure is also shown below,
9,0

Tt

Qg

i — g, it Decision

TS-
4®—. [Cra

) week 3 24




Tl

MIMO MODEL

W

! ML

e
o I
-— =
ZE0=wm=0moD

N K
0 :
i I/E;;D/' Whr | :
- - L
Ny
) E
N
Z ﬂ'k.ndn + Wy,
n=1
1 dy wy
= A ; + = Ad + w
T‘-_hlrr d—""lr t tu-h'r‘l"

Assume, e.g., that: Nt=1 and data symbol d1 is binary:+A or —A

Digital communications - Advanced course:
week 3



5.4.1.1 An Example Illustrating Diversity Gains

Here we study the case when the channel parameters {ay, 11| have the following
properties:

e They are assumed to be independent random variables, and only two values
are possible for each ay.

e Each a; takes the value ag (“Good” ) with probability Fe, and the value
ap (“Bad”) with probability Pp =1 — F.

- Fy sen '
Ep = { b, ! Z oy } = Eb.senfE{a'i} =

= Eb..sent(a%PG + ﬂ%(l - PG')) [58-—1)

2F, K
. . ,sent 2 .
P, =FE {Pbl{w}f=1} =Eqy@| Noi Z Ok -

=E{LQ

2
GE';PG + 023(1 — PL; \D I& Z ﬂ;l (5'85)

Digital communications - Advanced course:
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Te—05

Fy

1e-06

1e-07
1e-08

| IR R |

1e-08

Figure 5.22: The bit error probability versus & /Ny for the case Po = 0.9 and

g =0, with K =1, 2, 5, 8.

Ex /N in dB
5 D'IID 12

2 14 16 18 20
1.3 — :
JiK=50a5=0 ¢ = 0.001

Jde-1%
le-2 4
_ le-3 4
cL i
1e-05 = Pz =09
1e-06 4
3 Pz = 0.95
1e-07 =
1e-08 + b oo
| P =0.95
1e-09 -

Figure 5.23: The hit error probability versus & /Np for the case K

ar =0, with P~ = 0.001. 0.5. 0.9, 0.95, 0.08.

=4

[

and
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3.4.1 Low-Rate QAM-Type of Input Signals

x(t) —————=

h(t)

(D)

Figure 3.11: Bandpass filtering.

x(t) = x1(t) cos(wet) — xo(t) sin(w.t) = Re{-j(f}eﬂ'wct}

() = 21(t) + jag(t)

This complex signal contains the information!

Digital communications - Advanced course:

week 1

(3.103)

(3.104)
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x(t) = xr(t) cos(wet) — xg(t) sin(w.t) = Re{j:_(t)ejwct}

-l

(3.103)

)= [ hna—rydr = [ hnRe(a(e - rere ) yr -

R

—

— Re {ej“"—“f‘ / h(T)x(t — T)e_j“’deT}

3 assumptions:

1) The duration of the impulse response hi(t) can be considered to be equal
to T3. This means that essentially all the energy in i(#) is assumed to be
contained within the time interval 0 < ¢ < T3,

2) The input signal is assumed to be a QAM-tyvpe of signal with duration
T - TS:

0 t <0
x(t) = Acos(wet) — Bsin(wet) = VAZ + BZcos(wot +v) , 0<t<T.
0 t =T,
(3.106)

3) T, =T}y (“low” signaling rate).

Digital communications - Advanced course:
week 1
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A+ jB=VAT+ BT | 0<t<T,
T(t) = (3.108)
0 , otherwise

z(t) = Re {ef"”“"f* / h(T)\v/ A2 4+ B2 93“93*'”.:{7} =
J0

— Re{\/A? 4 B? &/ . H(f.)e?!} =

= |H(f:)|V' A? + B? cos(wet +v + &(f:)) = A. cos(wet) — B. sin(w.t)

(3.100)
Hence, a QAM-signal at the output in this time interval!
However, attenuation and rotation compared with the input!
Compare with the input x(t) in (3.106)!
A. +jB. = (A+jB)H(f.) = VA2 + B2 H(f.)|e/ o0 —
= (A+JB)(Hp(fo) + jH1m(fe)) (3.110)

Digital communications - Advanced course:
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A +jB. = (A+iB)H(f) = VA + BIH(f.)|e+00-) =
— {*4+?BJ[HRE{JFFJ + 3Hpm(fe)) (3.110)

A COMPACT MODEL WITH A COMPLEX CHANNEL PARAMETER!!

Q
4 Input
5 (A.B)
o(f,) g A
I /— | | "

Output
(A_B)

Figure 3.13: Illustrating that the input [-QQ amplitudes (A.B) are scaled and
rotated by the channel H(f), see (3.109) and (3.110).

Digital communications - Advanced course:

1
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(0 L t<0

“non-stationary transient” starting interval ., 0 <t < T}

2(t) = [H(f)|VAZ+ B? cos(w.t + v+ &(f.)) T =t =T,
“non-stationary transient” ending interval |, T. <t <7, + T}
0 , t=>Ts 4+ Tk

N

and within Ty, =t <71., A.+jB. =(A+ jB)H(f.)

(3.111)

An important result here is that the input QAM signal x(t) in (3.106)
18 changed to a new QAM signal by |H( fc)| and ¢(f:) in the interval
Th <t < Ts. see also Figure 3.13 and (3.110) how the I-Q components
are changed. Furthermore, in OFDM applications the signaling rate 1/7 is
low such that T, = T}, and many QAM signals with different carrier frequencies
are sent in parallel. Due to linearity, the result in (3.111) can be applied
to each QAM signal in the OFDM signal by replacing f. with f,. In
OFDM applications the receiver uses the time interval Ay < ¢ < T for detection
of the output QAM signals, and the duration of this observation interval is
denoted T,p, = T, — Ay (compare with (2.110) on page 51, and T3 < Ay ).

Digital communications - Advanced course:
week 1
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So, the n:th QAM signal constellation in a sent OFDM
signal is attenuated and rotated by H(fn) which is the
value of the channel transfer function H(f) at the
carrier frequency fn.



3.4.3 N-Ray Channel Model

N N
z(t) = x(t) * Z a0t —71;) | = Z o;x(t — 1) (3.126)
i=1 i=1

T

Impulse response h(t)

N
H(f)=F{h(t)} = D ae 7207 (3.128)
i=1
So, H(fc) is easy to find!
EXAMPLE 3.20
Rough sketch:
[H(D)?

b/\/\/

2

ﬁtz—tl

D:l+cr, )2

f[Hz]

It is seen wn this figure that the two signal paths add constructively or de-
structively (fading) depending on the frequency. Furthermorve, if o1 = a2
then |H(f)| is very close to zero at certain frequencies (so-called deep fades)!

Digital communications - Advanced course:
week 1
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Then (5.135) can be formulated as,
N
=9 opnd, fwy k=12 N, (5.137)
n=1
A compact formulation is now obtained as
T dy iy
r=| © |=a] : |+]| —Ad+w (5.138)
TN, dp, w,

where the N, = N, matrix A contains the channel coeflicients {ay . The
relationship in (5.138) is a basic model in so-called multiple-input multiple-
output (MIMO) systems.

The MIMO model iz illustrated in the igure below,

MINMO MODEL

=}
=
=

<
IQS\
\_
_<
Z0 =G —=0MmMno
0

g
|
|
|
5 |

N
Th= 3 ok nd, + w

r= =4 + =Ad+w

64-QAM+Nt=8 (48bits): ML symbol decision rule ..............?

Digital communications - Advanced course:
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o011l = - 13:'
b - 5* | *s
Rp o] QPSE signals
0101 i {
0123 ) {Miﬂ}i=u Q‘t:]"
a) Rs=Fp
B[]
I i A .
-3 -101 23
)

||'| Inpur value
173
Cmiput signal murmber

o

o 9 03 11 12 23 20 37 301
1 | 43 40 52 31 &0 &3 T 72

Mexnt state /' ourput signal munber

4

Figure 8.4: a) A rate 1/2 convolutional encoder combined with QPSK signal
alternatives; b) A specific input sequence bi]; ¢) The corresponding path in the
trellis; d) A trellis section, and a table containing all relevant parameters.
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Delay 01234567 .:51.:1j}£'=0 —s

byl byli-11 b2 | TP
sipmals
)
Current state o [i]
(000} (00T} (010) (011) (100) {101y (110) (111)
0 1 23 4 s & T
I (E) o0 02 Ul 13w e LS LT
¥ (o) (M| 24+ 26 35 37 20 22 31 33
‘i'kh[i];’ {gl) 22 40 53 1 46 44 57 55
1 i ; 77 T4 ] i/ i ol
(]) &6 64 T TS &2 &0 T3 T
by a[i+1] mli]
@ [t] = (e2i-1], b1[i-1]. b0-2]) o [i+]1]
iTy (i+1)Ts
ol

Figure 8.6: a) An example of TCM, from [63]-[64]; b) The mappings F{-,-) and
G-, ) e) A trellis section.
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2.32 Let us here study adaptive coding and modulation according to the block
diagram hbelow.

Sl (spthyy > s

b —» Encoder

¥

El

E‘smaz’: = Te log;}[ﬂf}EE}_a‘mat = - logg{ﬂf]Eb_seﬂf [84:'
i
1 1 1 1
R.=1/T,= —+ —m— R = — . - - R 8.5)
/ r. logs(M) b kE/n log, (M) ’ (8:5
W—c-R, (8.6)

Typically, the bandwidth W is fixed and given but:
the rate of the encoder

the number of signal alternatives

and the bit rate can be ADAPTIVE, see (8.5)-(8.6)!

Digital communications - Advanced course:
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We have memory in the sequence of
sent signal alternatives!

Some sequences are impossible, see problem!

Only “good” sequences are sent!



8.2.1 Continuous Phase Modulation (CPM)

b [i] M-PAM Spﬁlll{t} VCO (GSM, Bluetooth)
= signal fe.fy = s(t)
. : ? =1
Ry generator CPM-signal
Spam(t) = Z ang(t—nly), —oo <t<oc (8.7)
TE— —
s(t) = — cos(w.t+0(t))
’ . CPM (8.20)
6(t) = 2xh Z anq(t —nTs) + 6
Th— — X2
Instantaneous frequency (”local frequency”):
1 do(t) - , ‘
fi-u:“-] - f + 2_ ? f + fﬁit LS}}GHI f + f(it.t, Z anglt — nT‘s,:'

n=—mo

Digital communications
week 4
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Examples of pulse shapes:

'

_ B 1/2LTs , 0<t<LT; ,
Gree(t) = 3 0 . otherwise Gre)
[1 — cos(27t/LT,)|/2LTs , 0<t< LT,

1l T -
Gre(t) 0 , otherwise

o

(8.10)

In these expressions, L is a positive integer which is greater or equal to 1. If
L =1, then the method is referred to as full response signaling, and it L > 2
then we have so-called partial response signaling, [2], [43].

Important special cases:
M-ary CPFSK (continuous phase frequency shift keying)
means L=1 and a rectangular pulse shape.

MSK (minimum shift keying)
Means h=1/2 + binary CPFSK

Digital communications - Advanced course:
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O(t) = 27 faew »  anq(t —nT) + 6o (8.15)

T=—>2x

qMZAMMﬁ (8.14)

f 0 . t<0
Grec(t)= / Grec(@)dz={ t/2LT, | 0<t<LT, (3.16)
0 1/2 . t= LT,
t 0 . t<0
q?,c(t)=/ gre(z)dr=< opm — £+ sin(2nt/LT,) , 0<t<LT, (8.17)
" 1/2° > LT,

Digital communications - Advanced course:
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D E
s(t) = } cos(w.t + (1))
’ . CPM (8.20)
6(t) = 2wh Z anq(t —nTs) + 6
firas(t:I:f 21 dg;::l f f{itLS}Jﬂi‘H f +f(£tt Z &rag{f‘_nr%}

(8.12)

Instantaneous frequency (”local frequency”) within a symbol interval:

CPFSK
S : hR
fins(t) = fet+h Z ang(t —nls) = fe+ ay : = =
I?.-Rb _ -
= Je+ _ T, <t<(i4 1T,
Jet i gpgan ) HeststrDL

Digital communications - Advanced course:
week 4



0(t) = 2nfaer P ang(t —nT) + 6o (8.15.

n=—OxJ

The phase within the i:th symbol interval:

Phase = phase continuity + due to pulseoverlap + due to the current input datasymbol

i—L i—1
#g(t) = wh Z o, + 2mh Z a,q(t — nT.) +2rha;q(t —iT,) + &y
= —o0 n=i1—L+1

L™

only E‘ L>2
il <t < (i+4+ 1)71, (8.23)

The state of the CPM signal:

1—L
oli] = {’«Th- E frﬂ} e O L1y QL4 Ds ey O (8.25)
n——oo - g
mod2x only if L>2
i—L
oli+1] = Th E o, + Tha; 1 S TR S e T I S
n——o0 mod2x J k
(8.26)

week 4
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8.3 ML Reception of Trellis-coded Signals in
AWGN

N(t)
i 0 (Ts-1) E = 13[i] =2Zm[i).2[1Fw;[i]
. L
z(t) =,
bp(Ts-1) E myli] = zm[i]N [i+wyli]

=
)
)
™

Figure 8.10: The first stage of the ML receiver.

Coherent ML decision rule:
*Choose as the decision the “message” corresponding to the signal
z(t) that is closest to the received signal r(t) in signal space”.

Digital communications - Advanced course:
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r(] Zmli,11] w [i]
Correlator- rali] Zim i), 2l1] woli]
Outputs: ;r'[-g'] — = z]-n_[-i][.l] —+ 11'}'[?:-] ':8-—14:'
rN [i] Zm ['.",]__-""." [l] wn [?]
o[ =1, vl r[e + 1],. .. (8.45)

ML: The received sequence of noisy signal points should be compared to all possible
sequences

-3 zﬂl[‘f——l] [? — l] y ’zﬂl[’i] [?} ) ’Z?n[-!l—|—1] [? T l]" s (HQL{)}
D% z Z (T‘[?l—] o "Zm[n] [ﬂ’])ﬁ. (T‘[??.-] o ’zm[-n] [?1—]) —
00 d N .
— y: y: (re[n] — zm[n),e[n]) (8.47)
n=—oc =1

Digital communications - Advanced course:
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Up to time t = (i+1)Ts:

Define the accumulated squared Euclidean distance Dl‘ziﬁ ~[i] up to time ¢t =
(i +1)7T as,

Df = [?] — Z (T‘[Ti‘,] - ‘-’nz[ﬂ [?1]:] [: H] — Z”-ﬂ[u][ﬂ]) (8-—183

n_——o

Contribution over the i:th symbol interval:

Algo define the squared Euclidean distance increment at time £ = (i +1)7 as,

N
tr , 2 ) )
D}, [i] = (v[i] = zmpgli]) " (rl] = 2 [i) = > (reli] =z eli])”  (8.49)

=1

Hence, D? _[i] is the squared Euclidean distance contribution obtained in the
i:th symbol interval iT, < ¢t < (i + 1)7T5.

Recursive calculation:

Digital communications - Advanced course: 47
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z[f] = D%‘

i—1]+ D

imel]

[ e s e e

e ———R—R=!

e

Surviving branch

@ [1]

G[i-1]  B[i-1]
Dy z[i-1]

(+1)Ts

k

2" branches

Figure 8.11: Illustrating how branches in the trellis are deleted (x) by the Viterbi

algorithm,

Digital communications - Advanced course:
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ML RECEIVER

1
|
|
1
i .
P oy B 2K
Hit) : i Calculate the e
14[1 . -tuple
1 - £ “{\_ £ et l:lf Iil"& : - | | =
® /L P =9 N squared Dine [ viterts | | bli-ig
2 : Enclidean sl alzonthm [+ =
~ | distance E‘-.".-'-"L"- I
: I.\.‘.'f] meremants . :
S0} T 52
: L i {Dine GBI :
| t=(1+1)T, :
|
! |
1 _| Svochrom- :
|| zation umit :
aj L . I
k-tuple of information bits R )
ecetvad notsy
coordinates
B[] . wi]
—om | =0 _,
P ) [ elay — T m[i] - M1 | Zmli] [1] 1 1fi] Caﬂl}:u]a:e =5 bli-igl
| deo M * 2=0 T T D d/ '
. M-dimmensional ML decision
b) sigmal point

Figure 8.12: a) The coherent ML (sequence) receiver for trellis-coded signals in
AWGN: b) A discrete-time model in signal space of the overall digital commu-
nication system.
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EXAMPLE 8.16

Transmitter

]
i
! oo11
bi1] E 0101 [

|
|
1
|
Crecision | ! ]
| L1 D123 algo- 1 Decision
! rithm i
|
U B Nt s Ll S i
The table below gives the squared Euclidean distance increments DZ,.[i] = (rq[{]—
55,1)° + (r2[i] — s5.2)°, obtained between v[i] and sy, j = 0.1,2.3. The noise N(t)
is AWGN.
i o 1 2 F 4 5
S0 1.6 1.0y | 06| 1.0 2.5 1 2.3
51 1.5 ros) 1.5\ 1.1 27 0.2
52 o058 1.8 a1 005 1.3
53 3.0 0.8 1.1] o6 A1 1.2
bl-1] b[O] b[1] h{2] b[3] bi4] NG
16 2.57 1.7 2.7 52 7.35
0 ¥ 0 #z 0 0 0 # 0 L 0
15 1.1 215 > 85 5.05 295
0.05 31 21 28 275 G.35
1 3 1 1 1 1 1 1
3.0 0.65 1.75 2.35 7.45 3.95
i=-1 i=0 i=1 i=2 =3 i=4 i=5
t=0 =T =2T =3T =4T t=6T t=6T
s s 5 5 s k]

Digital communications - Advanced course:

week 6 20



8.4 Bit Error Probability for the ML Receiver
in AWGN

) - s(1) r(t) - A
b[1] —== Transmutter s Channel =| ML Receiver |—= b[i]
a)

Correct path
" Error event N Error event -
b)

Figure 8.19: a) The digital communication system. b) Parts of the correct path

(solid) and the decoded path (dashed) in the trellis.

Ohbserve that by using trellis-coding, longer error events than in the uncoded
case are possible. Seo, with trelliz-coding there is a potential for lamer
FEuclidean distances than in the uncoded case.

It can be shown that as a first approximation. at high signal-to-noise ratios, the
bit error probability can be approximated with the expression

D2,
-Pb = CQ 1'.|'|.'1n = CQ d’2 . E.-bll."'.'?\-"g I:S].DZJ
2;'\.':' min .
where I ;, is the smallest Enclidean distance in the set of all error evenis, and
I:-‘E:-’;'Lin - "Dfninf'lrng'

Digital communications - Advanced course:
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N(t)

bi] _ s(t) | [me-varying | ,L (1) — bl
— = Transmitter ——= multipath ﬁ; = Receiver b———==
Ry, R, channel ‘

Transmitter Recerver

b)
ez (1)
\\
Lr/-\/ L/\/ t

Figure 9.1: a) The digital communication system: b) A scattering medium;:
¢) Illustrating the fading envelope e, ().

c)

Digital communications - Advanced course:
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= ex(t) cos((we +wi)t + 0:(t))

e, (1)

W VY

(9.2)

(9.3)

Observe that the quadrature components z;(t) and zg(f) in (9.3) are time-
varying. Hence, the output signal z(f) is not a pure sine wave with frequency
fe+ fi. This 1s a significant difference compared with the linear time-
invartant channel. It is seen in (9.3) that the quadrature components depend

Digital communications - Advanced course:
week 3
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9.1.1 Doppler Power Spectrum and Coherence Time

Rp(f) = Fl(c.(T))

1 L .

C. (1) = 5 {zr(t +7) + jzo(t + 7)) [21(t) — jzo(t)]}
R“':f:IZE I:RI":\f_‘_ffr“‘f],:'+Rﬂi\f_fft_f1,:',:'

©

-

RD[D F'l EZ[T:I |
—
F
0 d 0
——— -E-.
Bp teoh= 1 Bp

Figure 9.2: Illustrating the Fourier transform pair ¢, (7) —— Rp(f).

Leoh RS ]-f!B“D
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9.1.2 Coherence Bandwidth and Multipath Spread

1 - |
,ZI:E':] - z':flvt) = Hﬂe(flvt]cﬂs((wc +'-‘-"‘1:]t:] I HIm

B 5 (f1,t) sin((we + w1 )t)
e S e e——
zr(t) zg(t)

(9.9)
What can be said about the output signal z(f) if another frequency fo = fi 4+ fa
is used, instead of f;7 Are different frequency-intervals, in the input signal
spectrum, treated differently by the time-varyving multipath channel? To answer
these questions the correlation between z( f1.1) and z( fi + fa,t) can be found by

|Fz,freq{f5} Fol ch(T)
—_—
F
= f T
0 A -
—— —
feoh Tm

Figure 9.3: Illustrating the Fourler transform pair ¢;, (7) «— ¢ freql(fa).

Digital communications - Advanced course:
week 3

55



9.2 Frequency-Nonselective, Slowly Fading
Channel

T, < tooh (9.27

or equivalently,

Bp < R. (0.28)

This means that the channel 1s slowly fading, which imply that it can be

treated as a time-invariant channel within the coherence time.

In this subsection a frequency-nonselective channel is investigated. To obtain this
situation it is required that the bandwidth of the transmitted signal, denoted
W, 1s much smaller than the coherence bandwidth f..n of the channel,

W < feon (9.29)

or equivalently,

T,, < 1/W (9.30)

N,

Digital communications - Advanced course:
week 3
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21

where,

and,

(6) + jzo(t) = = (s1(t)+iso(®)(Hr +jHo) =

2
= e (t)e?? M) . qel? = e, (t)e??=() (9.37)
z(t) = ae (t) cos(w.t + O,(t) + @) (9.38)
2x —x2/b . . . .
Palx) = - € x > 0 (Rayleigh distribution)
1
Ela} = 5 7h
F{a*} = b
, o) 1/2?1- , T E=y=T
Ps(y) = { 0 . otherwise

Digital communications - Advanced course:
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If we assume uncoded equally likely binary signals over a Rayleigh fading chan-
nel (z1(t) = asy(t),zo(t) = asp(t)), then the bit error probability of the ideal
DE

coherent ML receiver is (0 < d? = =150 < 2)
2-E'b__sen|:

P, = / Pr{error|a}p,(x)dx = E{Pr{error|a}} (9.43)
0

= P o i PmT 2;- =
P, = / Q{\ft’fz;tzEb_wﬂf;'f\"()} F?.“ E’_‘t'g-" bde =
i

— _e T /b Q[;trfd?Eb_mmfﬂ"g}} —/ [—E*_‘t:z""fb]
o JO

— d E, = .l":'“"h'l_ﬂ mzdzEb.senﬂ: N
bosent ’ _
€ 2 d;?f =

V2T
L eE Ny - 3 / = et = I (0.44)
= - — i sent/AV0 "L —_—lr LGS
5 \ ;i t/No - /s NG J
1:-*’-2

Digital communications - Advanced course:
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- 9 o e
&y = E{{T }Eb,sent - bEb,SEﬂt {945}

P 1 | dgc:b/i\’?g B 1
P2 \ 2+ d*& /No 2+ d?E,/No + /2 + d?E, /No/d*E, /N

Ep /Ny “large”
‘ 1 (9.46)
- 2d2E,/No o

where d? = 2 for antipodal signals and d? = 1 for orthogonal signals.
Observe the dramatic inerease tn Py, due to the Rayleigh fading chan-
nel. Py ts no longer exponentially decaying in £, /Ny, it now decays

essentially as (E,/Ny) 1!

Digital communications - Advanced course: 59
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DIVERSITY IS NEEDED!



Fig. 7.8:

”Qp”- po
”q”. p0+p(t)

g=charge of
an electron.
id(t)="dark
current”.

Optical
DOWeET
Freclt) =

2)

b)

———————————————————————————————

RECEIVER

[P phots | i) v Y& |, Y _
' gaeTeEror 1‘-{t:'| e "-'II"*_»"“B o b
S 1=T1J 0 :
Amnplifier :
integrate & dump :
filter :
o o __________ g
Prec(t)
" DL ngn nyn g
n/ N\
T T T T t

T=—0

y(T) = /

-]

Preelt) = po + Z mli|p(t — iTy),

m[i] € {0, 1},

T
i(Tv(Ty, —T)dr=A [ (7 )dT
S0

T
— _4[ (i, (t) +iq(t))dt = AgN'p,

o0
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Received optical power.

~  (7.31)

(7.32)
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Pay

k

Bit error probability:

Fy Prob{error|mg sent} +F; Prob{error|m; sent}
e " A T, > 2
Fp Py

FoProb{f = Blmg sent} + Py Prob{& < B|my sent} =

Fy Prob{ N, > (B/Ag)|mg sent} +

+ P Prob{ N, < (B/Aq)|my sent}

; = upeHe
ProbiNr, = a|mg sent} = Z -
n=a-+1 e
s
-
Prob{ N, < a|my sent} = Z —~
Prr—i
B/Aq (7.35)

We need the averages!

Digital communications - Advanced course:
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Exact expressions!
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- o (p — — nA
po = E{NT,|mo sent} = / — po+1Ig | dt =TTy + T pody
J0 [

hf
. nh v nA .
p1 = E{N1,|mq sent} = pp + Ui p(t)dt = pg + n - Ep
he Jq he

La=1a4/q

Digital communications - Advanced course:
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P, ~ Q(e)

1 — HQ
\/f-f-[} + 175_ R \/;“-1 + {T?,

0=V +0% — o+ ok =

0= - Tri'i-i -P-‘?T{:-
[T.T, 1 12 —
VZaTo + 32 poTs + ko Ty + / ZaTs + 2 (7.47)
? oLt +\/Lalp + 35 (Polh + Pply) + ko Ty )

/D p éf} ;.f'I TJ-,

P-p,l B EP_I]‘Q




