25 niz_ﬂ
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b201] b [i-1] oo ® .
9—=={ Delay =) = 00001111 =
b [i] Senal j \.'F = 00110011
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1 M 01010101 :
ia7 | parallel ] = mli] . 3(5)
Ry [bis] = Delay = Delay —“-‘i‘jl 01234567 = {5 (?j}é=ﬂ -
by[] L‘ byfi-11 b1fi-2] ] T
. signals
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Answer to problem 8.10: additional information.

To be able to solve this problem you need to first obtain the table that gives the
next state/output signal number, for a given current state and input value.

The table you obtain should be as given below:

0 1 2 3 4 5 6 I
0 0/0 0/2 1/1 1/3 2/2 2/0 3/3 3/1
1 4/2 4/0 5/3 5/1 6/0 6/2 7/1 7/3
Digital communications - Advanced 3

course: week 3



8.3 ML Reception of Trellis-coded Signals in
AWGN

N(t)
i 0 (Ts-1) E = 13[i] =2Zm[i).2[1Fw;[i]
. L
z(t) =,
bp(Ts-1) E myli] = zm[i]N [i+wyli]

=
)
)
™

Figure 8.10: The first stage of the ML receiver.

Coherent ML decision rule:
*Choose as the decision the “message” corresponding to the signal
z(t) that is closest to the received signal r(t) in signal space”.

Digital communications - Advanced
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The difference in this subsection, compared with the situation considered in
Chapter 4, 1s that the received information carrying signal z(¢) in (8.30) now
contains dependency. Consequently, the waveforms received in different symbol
intervals are here dependent, and this means that the ML receiver should observe
the received signal r(t),

rit) =z(t) + N(t) , —x<t<x (8.41)

over several symbol intervals before making a decision. In the special case when
no such dependency exists, it was found in Chapter 5 that the MAP receiver
had to observe the received signal r(t) only over the current symbol interval, to
make an optimum decision of the transmitted message.

Digital communications - Advanced
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r(] Zmli,11] w [i]
Correlator- roli] Zmli] 2[t] woli] -
Outputs: rli] = : = : + : = zZ,4[¢] + wli]| (8.44)
N [i] Zm [:],N [l] wy [?]
ool —1], i, r[e + 1], .. (8.45)

ML.: The received sequence of noisy signal points should be compared to all possible
sequences

s Zmli—1] [? — 1],,Zm[i;_] [i]“zm[_iﬂ] [? + 1], o (8.46)
‘ = tr
Df,g N Z (r[n] — Z m[n] n])" (r[n] — Zmn] [n]) =
- N 5
— y: y: (re[n] — zm[n),e[n]) (8.47)
n=—oc f=1
Digital communications - Advanced 6

course; week 4



Up to time t = (i+1)Ts:

Define the accumulated squared Euclidean distance Dl‘ziﬁ ~[i] up to time ¢t =
(i +1)7T as,

D} 2lil= > (r[n]- 2 [7]) (] = 2 [0]) (8.48)

n_——o

Contribution over the i:th symbol interval:

Algo define the squared Euclidean distance increment at time £ = (i +1)7 as,

N
tr , 2 ) )
D}clil = (rli] = Zmlil) " (rli] = Zmpilil) = 3 (reli] = zmjigelil)™  (8:49)

=1

Hence, D? _[i] is the squared Euclidean distance contribution obtained in the
i:th symbol interval i1, < ¢t < (i + 1)715.

Recursive calculation:

S0
(] |

D3, - [il = D}, zli — 1]+ D2, 8.

Digital communications - Advanced
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EXAMPLE 8.14

¢y
Z3 _— '20
I | ¢’1
a
* .
Z2 Z]

P a2 o —a/?2 o 3a/2
rli -2 = ( —a/4 ) rli—1] = ( —3a/4 ) il = ( a/4 )

Calculate the squared Fuclidean distance increments associated with the candidate se-

quence zp[t — 2|, zs[t — 1], z2[d].

(refi — 2] — zo,e[i — 2])? =

M)

=1
B (u. )'3 N ( a )'3 29
= 5 — 0 —7°¢) =3¢
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> [2] :D%E i—1]+ D

imel]

[ e s e e

Surviving branch

[ e s e e

G [1-1] o [i] ok branches
] [1—22] ..h'[x-z] G-1] . bfi-1]
Dz [1-2] Dy 5(1-1]
I I
| |
R
| |

Figure 8.11: Illustrating how branches in the trellis are deleted (x) by the Viterbi
algorithm,
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The result of the Viterbi algorithm, at time t = 7., 18 exactly & surviving
candidate sequences, one for each state o[i]. These sequences can be found,
i.e., traced back in the trellis by using the saved information at each state.
Note that the most likely sequence, up to time t = iI',, must be one of these 8
candidate sequences!

Digital communications - Advanced
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EXAMPLE 8.16

Transmitter

I | |
1 1 i
i N .
! oo11 : ' :
|
bl o1 31 i . | fl\ ) Decigion | | noccin
: bli-1] | 0123 {54t 5 _i_'“kl ) algo-
! : rithm | |
I i I
b b Lo Mem, T !
The table below gives the squared Euclidean distance increments DZ,.[i] = (rq[i]—
55,1)° + (r2[i] — s5.2)°, obtained between v[i] and s;, j = 0.1,2.3. The noise N(t)
is AWGN.
i o 1 2 F 4 5
S0 1.6 107 | 06| 1.0 2.5 2.3
51 1.5 1051 1.5 1.1 27 2
52 o058 1.4 1o 1.1] 005 .4
53 .0 2.6 1.1 06 5.1 2
bL-1] b[O] b[1] h{2] b[3] bl4] h5]
16 2587 1.7 27 52 7.35
0 e 0 #x 0 0 - 0 0 0
7 N,
215 \ % 505 295
1.5 1.1 \\\ . \ / 285 . -
r ', /
/' \0.05 % 3.1 21 28 / \275 635
/ Y Fi s ,
1 1 1 1 1 ¢ 1 4 1
3.0 0.65 1.75 2.35 7.45 3.95
i=- i=0 i=1 i=2 =3 i=4 i=5
t=0 =T =2T 1=3T 1=4AT t=6T t=6T
s s 5 5 s 5
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ML RECEIVER

1
|
|
1
I _ .
: ] 't']_'-.'—-[E 4} — t\ib
Mt | ] Caleulate the |
: Lt (T, 1) “I‘:‘“ 1-3[1] set of A 2 i k-tuple
2(f) /L H) : = - squared Do 1 viterhs : bli-ig
= Euclidean sl alzortim (——s-
| distance (VA) :
| o meremeants . |
D om0
! N N {Dine ) :
i t={1+11T; :
: ' |
I
: | _| Symchroni- I
1 ™| zation wmt :
aj L . I
k-tuple of mfamation bits R )
f ecerved noisy
¥ coordinates
b[1] o wfil f.
I oam il () i )
F.(-.-) — - ml[i] A1 Zmpl] X afi] | Caleulats — bli-ig
| 0.1 A1 {Ze] =+ == 2 VA
A= l b {Dime (103 /
: M-dimensional ML decision
b sigmal point

Figure 8.12: a) The coherent ML (sequence) receiver for trellis-coded signals in
AWGN: b) A discrete-time model in signal space of the overall digital commu-
nication system.
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8.3.1 The ML Receiver - An Alternative Approach =

In this subsection, an alternative implementation of the coherent ML receiver for
trellis coded signals in AWGN 18 derived. With this implementation the number
of matched filters in the receiver is significantly reduced compared with Figure
8.12a, making it particularly interesting in many applications.

Digital communications - Advanced
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[ =

r(t) =z(t) + N(t) = > @pmm)(t —nTs) + N(f), —oo << ox

=00

xe(t) = se(t)* hit), £=0,1,..., My,

/ (r(t) — z(¢))%dt

o

maximize the expression,

Digital communications - Advanced
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(8.54)

o



—== 3[2]
Calculate
sealar products —= ¥1[i]
1i]-x,

£=01, . Mgz-1

— }'.ﬁ.ft a1 [

Es wpm

e =L+ T

e 2 |
L h = Calculate old

N(t) .
0 T ] G e |
L . . ([i]-;x |
: rﬁ | AL Myl -
= "N f— .
d) S

Figure 5.13: The first stage in the ML receiver. a) Filters matched to the
signals x,(t); b) Filters matched to the N, (N, = M,..) basis functions of
{a‘f(t}}ﬁif]’“_l; c) Filters matched to h(t) and to sg(t); d) Filters matched to
Rh(t) and to the N,,, basis functions of {sg(t)}tr==1,
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8.4 Bit Error Probability for the ML Receiver
in AWGN

s(1) r(t) : A
b[1] —== Transmutter s Channel =| ML Receiver |—= b[i]
a)
Correct path
Error event Error event
b)

Figure 8.19: a) The digital communication system. b) Parts of the correct path
(solid) and the decoded path (dashed) in the trellis.

Ohbserve that by using trellis-coding, longer error events than in the uncoded
case are possible. So, with trelliz-coding there iz a potential for larger
FEuclidean distances than in the uncoded case.

It can be shown that as a first approximation. at high signal-to-noise ratios, the
bit error probability can be approximated with the expression

| D2 —
Pb ro=ar] t"i'.? blll 2?::_111 = l:"i'.? (y"lllf-??ninfb;"':""ﬂj) ft‘-lﬂz",l
%0
where I ;, is the smallest Enclidean distance in the set of all error events, and
2 _ 12 jag
dwtin - Dlninf' Zé-b
L1yital LULTITIUTIILAUUIEDS - Auvaliteu 16
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Chapter 9

An Introduction to
Time-varying Multipath
Channels
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N(t)

Receiver

bli s(t) | Time-varymg | _ J o
[]ﬁ“—- Transmitter #— multipath ( }_ k_+‘\: © =
Rp R, channel ‘ ol
a) .
/’T‘H____
=)
Transmitter - = Recetver
b}
ez (1)

NSNSV
c) t

Figure 9.1: a) The digital communication system: b) A scattering medium;:

¢) Illustrating the fading envelope e, ().
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s(t) =cos((we+wi)t), —o0o<t<oc

() = Z ap(t) cos((w, +wi)(t — T (t))) =

M

= [Z 0t (1) cos((we + wy Jrn{tjn] cos((we +wi)t) —

"
iy o
"

z1(t) :HH.E[: f1.t)/2

[Z ay, (t) sin(—(we 4+ w )™ {t}]] sin((we + wi)t)

’tf?(fj:-{;-‘rhn':fl-t:'.f{z
z1(t) cos((we + w1)t) — zo(t) sin((we + w1)t)
= e, (t)cos((w. +wi)t +0.(t))

Compare with the time-invariant QAM-result:

A, +jB. = (A4 jB)H(f.) = /A2 4+ B2|H(f.)|e!VToUe)) =
= '::*4 +?B][HRr[ff:' +jHIm I:ff”

Digital communications - Advanced
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s(t) = cos((we +wy)t) , —oo <t <o (9.2)

2t) = Y an(t)cos((we +wi)(t—Ta(t))) =

= e,(t)cos((we +wi)t+6.(1)) (9.3)

ez (D)

W VY

Observe that the quadrature components zj(f) and zg(t) In (9.3) are time-
varying. Hence, the output signal z(f) is not a pure sine wave with frequency
fe+ f1. This 1s a significant difference compared with the linear time-
invartant channel. It is seen in (9.3) that the quadrature components depend

Digital communications - Advanced 20
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2(t) = Y an(t)cos((we +wi)(t —Ta(t))) =

= z1(t) cos((we + w1)t) — zg(t) sin((we + w1)t)
= e(t) C'OS((UJC +wy)t+ 0, (tj)

Throughout this chapter it is assumed that 2;(f) and 25(t) may be modelled as
haseband zero-mean wide-sense-stationary (WSS) Gaussian random processes
(with variances o7 = r:rf;, = ¢2). This is a commonly used assumption when the
mumnber of scatterers is large, implying that central limit theorem arguments can
he used [43], [65], [68], [30]. For a fixed value of ¢, this assumption leads to a

Rayleigh-distributed envelope e, (1),

ex(t) = \[23(t) + 23(1) (9.4)

. E.l _52 /b . . y
Pel2) = € r = 0, Rayleigh distr. (9.5)
b= E{e3(t)} = 20% = 2P, (9.6)

and a uniformly distributed phase 6,(f) (over a 27 interval). The zero-mean
assumption means that there is no deterministic signal path present in 2(t). If a

Digital communications - Advanced
course: week 3
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9.1.1 Doppler Power Spectrum and Coherence Time

Rp(f) = Fl(c.(T))

1 L .

C. (1) = 5 {zr(t +7) + jzo(t + 7)) [21(t) — jzo(t)]}
R“':f:IZE I:RI":\f_‘_ffr“‘f],:'+Rﬂi\f_fft_f1,:',:'

©

-

RD[D F'l EZ[T:I |
—
F
0 d 0
——— -E-.
Bp teoh= 1 Bp

Figure 9.2: Illustrating the Fourier transform pair ¢, (7) —— Rp(f).

Leoh RS ]-f!B“D
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If the channel is slowly changing, then the coherence time is large. Note that
zr(t+7) and z7(t) (also zo(t +7) and 24 (t)) are correlated over time-intervals
7 (much) smaller than the coherence time t.,5. Hence, input signals within such
intervals are therefore affected similarly by the fading channel. On the other
hand. input signals that are separated in time by (much) more than t.,;, are
affected differently by the channel, and at the output of the channel they become
essentially independent of each other. If the former case apply (time flat fading),
for a given time-interval, then we say that the channel is time-nonselective.
and if the latter case apply, then the channel is said to be time-selective.

Digital communications - Advanced 23
course: week 4



9.1.2 Coherence Bandwidth and Multipath Spread
1

- 1 =~ )
z(t) - z(flvt) = 5 Hﬂe(flvt](:ﬂs((wc +"-"-"'1:]t:] - 5 Hj'm(fl,ﬂSlI'l((hJc +"-"-’11)t:|
e S e e——
zr(t) zg(t)

(9.9)
What can be said about the output signal z(f) if another frequency fo = fi 4+ fa
is used, instead of f;7 Are different frequency-intervals, in the input signal
spectrum, treated differently by the time-varyving multipath channel? To answer
these questions the correlation between z( f1.1) and z( fi + fa,t) can be found by

|Ez,freq{fi;} F-l cp(T)
—_—
F
= f — T
0 A -
—— —
feoh Tm

Figure 9.3: Illustrating the Fourler transform pair ¢, (7) «— . freqlfa).

Digital communications - Advanced
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The coherence bandwidth f.,n of the channel is defined as the width of
the autocorrelation function ¢, greq(fa), see Figure 9.3. Note that frequencies
within a frequency-interval (much) smaller than the coherence bandwidth f..p
are correlated, and they are aftected similarly by the fading channel. On the
other hand, two frequencies that are separated by (much) more than fe.n, are
affected differently by the channel, and they are essentially independent of each
other. If the former case apply (frequency flat fading), for a given frequency-
interval, then we say that the channel is frequency-nonselective. and if the
latter case apply. then the channel is said to be frequency-selective.

Digital communications - Advanced 25
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z(t) = /.m hiT,t)s(t — 7)dt (9.10)

delay power spectrum cp(7) (also multipath intensity profile) of the time-
varying impulse response h(t,1).

(1, )R (1,1)} (9.15)

h?(t,t 1 o R 1
L‘fh(?”]=a]’:7{1 7 )}=§E{hﬂ?,t)+h‘@(?,ﬂ}=§

2
An example of the delay power spectrum ¢, (7) 1s illustrated in Figure 9.3. The
width of the delay power spectrum is referred to as the multipath spread of
the channel and it 1s denoted by T},,. This is an important parameter since if 7,
is too large, compared with e.g. the symbol time, then intersymbol interference
can occur.

T:rn ~ 1;,“}?&1}! (916:1

Digital communications - Advanced
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9.2 Frequency-Nonselective, Slowly Fading
Channel
TS & leoh (QQT:)
or equivalently,
Bp < R, (9.28)

This means that the channel 1s slowly fading, which imply that it can be
treated as a time-invariant channel within the coherence time.

In this subsection a frequency-nonselective channel is investigated. To obtain this
situation it is required that the bandwidth of the transmitted signal, denoted
W, 1s much smaller than the coherence bandwidth f..n of the channel,

W < feoh (9.29)
or equivalently,
T, < 1/W (9.30)
Digital communications - Advanced 27
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—
o
-2
o

S

) =5 [ SOHGD T g

X

21(t) +72q(t) = 5/ [S1(f) + iSo(f)] [Hi(f,t) + jHo(f.t)]e”* ™ df

(9.33)

o . 1 /M~ .. L ) , 0 .
zr(t) + jzqlt) = E / [f_‘lrj"[f] +j.5rQi‘f]] - (Hj —|—_]H;_?]€*J“'Tﬁdf (9.36)

w— O

zr(t) + jzgqlt) = 5 (sr(t) + jsolt))(Hr +jHg) =

= es(t)e?? V). qe? = e, (t)e??: (V) (9.37)
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. 1 . .
21(t) +7z2Q(t) = 5 (s1(t) + jso(1))(Hr + jHg) =

where,

and.,

= es(t)ejgsit} cael? = Efz(fjffjﬂzit) (9.37)
2(t) = aeg(t) cos(wt + O05(t) + @) (9.38)
. 2r _ L‘gfb . . . .
Palx) = - e /7 x>0 (Rayleigh distribution)
1 1 —
Ela} = 5 Vb
E{a*} = b

poly) =4 M/ o —mSysw
ree 0 . otherwise
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If we assume uncoded equally likely binary signals over a Rayleigh fading chan-
nel (z1(t) = asy(t),zo(t) = asp(t)), then the bit error probability of the ideal
DE

coherent ML receiver is (0 < d? = =150 < 2)
2-E'b__sen|:

P, = / Pr{error|a}p,(x)dx = E{Pr{error|a}} (9.43)
0

= P o i PmT 2- =
P, = / Q{\ft’fz;tzEb_wﬂf;'f\"()} FI‘ E’_‘t'g-" bde =
i

— _e T /b Q[;trfd?Eb_mmfﬂ"g}} —/ [—E*_‘t:z""fb]
o JO

_ \/dz Eih.senf ,.-"'IIJ“"*'TIJ _ z2a® Ep aent/ N0
— e Z dr =
\*J'IZ’."E'

]_ ll,l}l J!T'EE . “‘: 3 [-}:. e_g,z_l.,-ﬂ_-jﬂ I!T [g 443
= - — i sent/AV0 "L —_—lr LGS
2 \Iu E f.- 0 v ) O IS \/‘-!I A

S

1/2
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- 9 o e
&y = E{{T }Eb,sent - bEb,SEﬂt {945}

P 1 | dgc:b/i\’?g B 1
P2 \ 2+ d*& /No 2+ d?E,/No + /2 + d?E, /No/d*E, /N

Ep /Ny “large”
‘ 1 (9.46)
- 2d2E,/No o

where d? = 2 for antipodal signals and d? = 1 for orthogonal signals.
Observe the dramatic inerease tn Py, due to the Rayleigh fading chan-
nel. Py ts no longer exponentially decaying in £, /Ny, it now decays

essentially as (E,/Ny) 1!
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EXAMPLE 9.1
Assume that equally likely, binary orthogonal FSK signals, with equal energy, are sent
from the transmitter. Hence, s;(t) = \/ZEMEHIL_;"IL cos(2m fit) in O <t <T,, i =0,1.

These signals are communicated over a Rayleigh fading channel, i.e. the received signal
is (see (9.38)),

r(t) = H-\/EEb,smt [Ty cos(2m fit + @) + N(t)
Assume that the incoherent receiver in Figure 5.28 on page 397 is used. From (5.109)
it is known that for a given value of a,

Pb — % {-?_ﬂzEb.SERtfﬁE‘r\rD

since a’Ey sone then is the average received enerqy per bit.

For the Rayleigh fading channel, and the same receiver, P, can be calculated by using
(9.43),

P, = f Pr{errorla = x}pa(x) = E{Pr{error|a}}
0
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1 2 ronT
E{Pr{errorja}} = E {; e~ Ebsent/ END} _

E {l {J_ﬂf‘E‘b.sent’fz.ﬂrD} - B {(’_a%Eb.sent:‘fzﬁrO}
.'} i i

—

b 1/2 1
b= Epoone Ela?} 21 & /N
L + Np - 2 4T b/ 4T0

Observe the dramatic increase in Py due to the Rayleigh fading channel. Py
15 no longer exponentially decaying in £, /No, it now decays essentially as
(Eu/No)~ 1! As an example, assuming &, /No = 1000 (320 dB), we obtain

057" ~36-1072*% | AWGN
Pb — 7 i —l —3 - T T
(1002)™" =~ 10 . Rayleigh+AWGN
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DIVERSITY IS NEEDED!
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