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Physical	layer

• Analog	vs digital
• Sampling,	quantisation

• Modulation
• Represent	 digital	data	in	a	continuous	world

• Disturbances
• Noise	and	distortion

• Digital	data	processing
• Information
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Data	vs	Signal	vs	Information

• Data:	Static	representation	of	information
• Signal:	Dynamic	representation	of	information	
• Information:	Information	content	in	data	or	signal
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Analog	vs	digital

Analog
• Continuous	 time	and	

amplitude	signal
• Electrical/optical	domain

Digital
• Discrete	time	and	amplitude
• Binary	representation
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Digitalization	of	analog	signals

Performed	 in	three	steps:
1. Sampling:	Discretization in	time
2. Quantization:	 Discretization in	amplitude
3. Encoding:	 Binary representation	 of	amplitude levels

In	practice:
§ ADC:	Analog	to Digital	Converter
§ DAC:	Digital	to Analog	Converter
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Sampling
• The	process	 of

discretizing time of a	
continuous signal.
! " = !("%&)

• Sample time:	%&
• Sample frequnecy:

(& = 1/%&
• Loose information	about

time
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Shannon-Nyquist	Sampling	Theorem
§ If	!(+) is	a	band	limited	signal	with	highest	frequency	

component	(,-. ,	then	!(+) is	uniquely	determined	 by	the	
samples	! " = !("%&) if	and	only	if	

(& =
1
%&
≥ 2(,-.

§ The	signal	can	be	(perfectly)	reconstructed	 with

! + = 1 ! " !2"3
+ − "%&
%&

5
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§ (!/2 is	the	Nyquist frequency	 and	2(,-. the	Nyquist rate
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Reconstruction	Example
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9(+) = sin	(2/7?+),
(! = 1AB
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Aliasing
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9(+) = cos	(2?7+)
(! = 10	AB

Reconstruct freq:	FGHI = F + K(& s.t.	−(&/2 ≤ FGHI ≤ (&/2

Reconstruction to	lowest possible frequency
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Quantization

§ Uniform	quantization
for	k bits

§ M=2k equidistant
levels

§ Represent sample
with k bits
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Figure 10.7: A linear quantisation function.

used to form the quantiser for the statistics of the continuous source. However,
in most practical implementations a linear quantiser is used. If the statistics
differ much from the uniform distribution the quantiser can be followed by a
source code like the Huffman code.

In the figure a quantiser with M output levels is shown. Assuming a maximum
level of the output mapping of D = M�1

2 D, the granularity becomes D = 2D
M�1 .

The mth output level then corresponds to th evalue

xQ(m) =
�
m � M � 1

2
D
�
= (2m � M + 1)

D
2

(10.58)

The mapping function shown in the figure is detrmined from finding an integer
m such that

xQ(m)� D
2
 x < xQ(m)� D

2
(10.59)

then the output index is y = m. If the input value x can exceed the intevall
xQ(0)� D

2  x < xQ(M � 1)� D
2 the limits should be

y =

8
><

>:

m, xQ(m)� D
2  x < xQ(m)� D

2 , 1  m  M � 2
0, x < xQ(0) + D

2
M � 1, x � xQ(M � 1)� D

2

(10.60)
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Encoding
§ Representation	of quantized samples in	bits
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Quantisation	distortion
§ Distortion	(noise):

§ Average	distortion	for	
uniform	input:
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xQ(0)� D
2  x < xQ(M � 1) + D

2 the limits should be

y =

8

>

<

>

:

m, xQ(m)� D
2  x < xQ(m)� D

2 , 1  m  M � 2
0, x < xQ(0) + D

2
M � 1, x � xQ(M � 1)� D

2

(11.61) eq:RD:Quant:y-v1

From (
eq:RD:Quant:x_Q=
11.59) this can equivalently be written as

y =

8

>

<

>

:

m, (2m � M)D
2  x < (2m � M)D

2 + D, 1  m  M � 2
0, x < (2 � M)D

2
M � 1, x � (M � 2)D

2
(11.62) eq:RD:Quant:y-v2

The output values from the quantiser can be represented by a finite length bi-
nary vector. The price for representing a real value with a finite levels is an
error introduced in the signal. In Figure

fig:RD:LinQuantDist
11.8 this error, defined as the dif-

ference x � xQ, is shown in the upper plot, and the corresponding distortion
IDX:quantisation distortion
,

d(x, xQ) = (x � xQ)
2 in the lower plot.
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Figure 11.8: The quantisation error, x � xQ, and distortion, d(x, xQ) = (x �
xQ)

2, for the linear quantisation function in Figure
fig:RD:LinQuant
11.7. fig:RD:LinQuantDist

An estimate of the distortion introduced can be made by considering a uni-
formly distributed input signal, X ⇠ U(�M D

2 , M D
2 ). Then all quantisation

levels will have uniformly distributed input with f (x) = 1
D , and deriving the

average distortion can be made with normalised xQ = 0,

E
⇥

(X � XQ(m))2|Y = m
⇤

=
Z D/2

�D/2
x2 1

D
dx =

D2

12
(11.63)

From the uniform assumption we have P(Y = m) = 1
M and hence

E
⇥

(X � XQ)
2⇤ =

M�1

Â
m=0

1
M

D2

12
=

D2

12
(11.64)

d(x, xQ ) = (x − xQ )
2

E X − XQ( )2⎡
⎣

⎤
⎦ = x2 1

Δ
dx =

−Δ/2

Δ/2

∫
Δ2

12
§ Signal	to	quantisation noise	ratio

SQNR =
E X 2⎡⎣ ⎤⎦

E X − XQ( )2⎡
⎣

⎤
⎦

= (MΔ)2 /12
Δ2 /12

= M 2 = 22k

SQNRdB = 10 log2
2k = k ⋅6dB
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Delta	modulation

§ Represent change
in	amplitude with
1	bit
• 1:	+1
• 0:	−1

§ Must	use higher
sampling	rate

n5 10 15

s(n)

1 0 1 0 0 1 0 1 1 1 1 1 1 1 1 1 0 1
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Examples
Telephony
Fmax=	4	kHz
Fs=	8	kHz	(samples	per	sec)
8	bit/sample	=>	64	kb/s

CD
Fmax=	20	kHz
Fs=	44.1	kHz	(samples	per	sec)
16	bit/sample	=>	705.6	kb/s
2	channels	(stereo)
=>	1.4	Mb/s
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Principles of circuits

§ Sample	and	hold	(sampling)
§ ADC	(quantisation)
§ DAC	(reconstruction)
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Sample and hold
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ADC
Analog to Digital Converter

§ Sample	and	hold	circuit	freeze	 the	analog	value	during	
conversion

§ ADC	methods
• Direct	conversion	 (flash	ADC)
• Integrating
• Wilkinson
• Sigma-delta
• Etc (see	e.g.

https://en.wikipedia.org/wiki/Analog-to-digital_converter)
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ADC Direct	conversion	example	(3	bit)
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DAC
Digital to Analaog Coverter

§ Pulse	width	modulator
§ R-2R	ladder
§ Interpolating
§ Binary	weighting
See	more	on	https://en.wikipedia.org/wiki/Digital-to-analog_converter
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DAC Example
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Weighted	resistor R-2R	ladder


