8.5. For a one-dimensional discrete random variable over a finite interval the uniform distribution
maximises the entropy. In this problem it will be shown that this is a more general rule. Consider
a finite region in N dimensions, R.

(a) Assumethat X = Xj,..., Xy is discrete valued N-dimensional random vector with probaility
function p(x) such that

Y plx) =

x€R
p(x) =0,x¢ R

where R has finite number of outcomes, } ,.x 1 = A. Show that the uniform distribution
maximises the entropy over all such distributions.

(b) Assume that X = Xj,..., Xy is continuous valued N-dimensional random vector with den-
sity function f(x) such that

/Rf(x)dx =1
f(x)=0x¢R

where R has finite volume, fR 1dx = V. Show that the uniform distribution maximises the
differential entropy over all such distributions.

Solution:

(@) Since R is finite the number of outcomes is also finite, } ..z 1 = A. Then,

H(X)—logA=— Y p(x)logp(x) —log A

xR
1/A
= log =22
x;g p(x)log )
Z p(x <1/A - 1) loge
xeR )
(Z 4 Lpl )10ge—0
xeR xeR

where the inequality follows from the IT inequality. That means H(X) < log A with equality
ifand only if p(x) =1/A, x € R.

(b) Since R is finite its volume is also finite, [, 1dx = V. Then,
H(X)—logV = — /Rf(x) log f(x)dx —logV
= / f(x)log 1(”;dx
< / f(x (1/V 1) log edx
_ (/ —dx—/ flx dx)loge—O

where the inequality follows from the IT inequality. That means H(X) < log V with equality
ifand only if f(x) =1/V,x € R.



