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Parallel Gaussian channels

Consider n parallel, independent, Gaussian channels with a total
power contraint of ) ; P; < P. The noise on channel i is

Z; ~ N(0,VN)).

|4

Xi - - Y,
2>

Xo é - Ya
Zn :

Stefan Host Information theory 1 uLNWEﬁPv



Parallel Gaussian channels
Water filling

Theorem

Given k independent parallel Gaussian channels with noise
variance N;, i = 1, ..., k, and a restricted total transmitted power,
LiP=P

The capacity is given by

Zlog1+—

where

+ 4 x, x>0
Pi= (B—N;) , X)" =
= (B=N) ) {0, x <0
and B is such that)_; P; = P. )
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Frequency division

Wideband channel — OFDM

Consider a wideband channel of bandwidth W, where
e Noise and channel attenuation varies over frequency
« Power constraint: E[x(t)?] = P

Split into n independent sub-channels of bandwidth W, =
e Noise and channel attenuation constant

« Power constraint: _; P; = P where P; = E[X?] power in
sub-channel i

w
o s.t.
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Frequency division
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Frequency division

Parallel channels

Equivalent model n parallel channels:

Xi

2 Yi=Xi + 4,

Xo

H;

D

Yo = Xo + 2,

Xn

Ho

o

Yn — Xn"‘Zny

Hy

D

7 N(o, %)

Stefan Host

Information theory

6 UNIVERSITY



Frequency division

Theorem

Capacity For a wideband channel containing n independent
sub-channels with banadwidth W), attenuation H; and additive
noise Z; ~ N(0, \/Ny,i/2), the channel capacity is

n P,"Hi|2
C=Y Wlog(1+ 1
,-:Z{ & Og( +No,,-WA)

where

) oty
Pi= (B ")
ZI'PI' = P

and P is the total power constraint.
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MIMO channel

MIMO (Multiple In, Multiple Out)

Consider a radio channel with n; transmit antennas and n, receive
antennas. The attenuation from antenna / to antenna j is hj.
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MIMO channel

Let

Xi Z
X=|: Z=| : | ~N(0,Az)
Xn, Zn

r

where Az = E[ZZT] is the covariance matrix for Z. Then

h11 e h1n,
Y=HX+Z, where H= : :
hnr1 e hnrnt
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MIMO channel

Multi-dimensional Gaussian channel

With Ax = E[XXT] as the covariance matrix for X, the power
constraint for the channel is

trax =Y E[XF] =) P <P
i i

where tr() denotes the trace function (sum of diagonal elements).
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n-dim Gaussian distribution

n-dim Gaussian distribution

Let X ~ N(u, Ax) be an n-dim Gaussian column vector with mean
# = E[X] and covariance matrix Ax = E[(X — u)(X — u)"]. Then

1 1 T =T
fe(x) = ——— g 2(x=m) A (x—p)
xX) = miax

This gives the differential entropy
1 1
H(X) = > log(27te)"|Ax| = 5 log |[2reAx|

The n-dimensional Gaussian distribution maximises the differential
entropy for all distributions with mean u and covariance matrix A.

|A| denotes the determinant of the matrix A.

Stefan Host Information theory 11



MIMO channel

The mutual information between X and Y:
I(X;Y)=H(Y)—H(Y|X)=H(Y)—H(Z)

]

H(Y) — > log(27te)"| Az
1

< —log(2me)"|Ax| — > log(27re)"|Az|

N =N =

log [AyAZ'| eq. iff X ~ N(0, Ax)
The covariance of Y:

Ay = E[(Hx+ Z)(HX + Z)T} = HAxHT + Az
This gives

1
I(X; Y) < - log|I+ HAXHTAZ'| eq. iff X ~ N(0, Ax)
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MIMO channel

Let Az = Nl and H = USVT the SVD of H, i.e.
S =diag(st, s, - . -, Sn)

U =|V|=1 vU"=1 wT=|
Then,

1 1
C= —log |1+ —HAxHT
o2, 5 o |1+ GHAXH|

1 1
= —log |l + —SVTAxVST
o2, 5 log |l 4 G SV Ax VST

With X = VTX, Ay = VTAxV, and

1 1
C= —log |/ + —SAST
M o8l ySALS ]
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Some Matrix Theory

Theorem
Let A be a matrix with the eigenvalues A;. Then

trA = Z)\,‘ and |A| = H/\,‘
i i

Theorem (Similar)

The matrices A and B are similar if there exists a non-singular
matrix M s.t. B= MAM~". Then A and B have the same set of
eigenvalues, and consequently the same trace and determinant.

Theorem (Hadamard inequality)

If A is positive semi-definite, then |A| < T1; aj with equality ifand -

only if A diagonal. )
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MIMO channel

That is,

1
C= max —
trAg=P 2

1 1 .~
< Ly (1 —s?P-)
= s, 5 loe [ 101+ P

Iog‘l—i— lNSA;(ST‘

where ﬁ; are the diagonal elements of Ay.

Maximum occurs for Ay = diag(ﬁ pe e Pn), which gives

C= Z,:; |0g<1 + lNS,ZIB,)

Stefan Host Information theory




MIMO channel

Theorem (Capacity of MIMO channel)

A multi-dimensional Gaussian channel with
Y=HX+Z

where H is the channel matrix and Z ~ N(0, N, ), has the
channel capacity

C= ::% Iog<1 + %Aé) where g I::’,- <:BP_ S_A,é>

where the SVD of the channel is H = USVT, and s; the diagonal
elements of S.
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