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How can we achieve large data rates?

I The bit rate Rb can be increased in different ways
I We can select a signal constellation with large M

) this typically increases the error probability Ps
exception: orthogonal signals (FSK): require more bandwidth W

I Achieving equal Ps with larger M is possible by increasing Eb/N
0

) this reduces the energy efficiency
I We can also increase Rb by increasing the bandwidth W

) this does not improve the bandwidth efficiency r = Rb/W

Question:
what is the largest achievable rate Rb for a given error probability Ps,
channel quality Eb/N

0

and bandwidth W?

This question was answered by Claude Shannon in 1948:
"A mathematical theory of communication"

Course EITN45: Information Theory (VT2)
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A fundamental limit: channel capacity
I Consider a single-path channel (|H(f )|2 = a

2) with finite
bandwidth W and additive white Gaussian noise (AWGN) N(t)

I The capacity for this channel is given by

C = W log

2

✓
1+

Pz

N
0

W

◆
[bps]

I Shannon showed that reliable communication requires that

Rb  C

I Observe: the capacity formula does not include Ps (why?)
I Shannon also showed that if Rb < C, then the probability of error

Ps can be made arbitrarily small

Ps ! 0

if messages are coded in blocks of length N ! •
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Bandwidth efficiency and gap to capacity
(p. 369)
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Figure 5.17: Sketch of the � versus Eb/N0 performance for some of the schemes
studied in this section. Reliable communication is not possible above the capac-
ity curve (see (5.64).

method (QPSK) at a prescribed value of the error probability, Ps,req = 10�5 is
usually used, see [43].

The capacity curve in Figure 5.17 is associated with an exponential increase in
the received signal-to-noise power ratio Pz/N0W as C/W increases (see (5.65)).

EXAMPLE 5.15
Assume binary PSK signaling and Ps,req = 10�5.

a) Calculate the minimum required Eb/N0.

b) Assume �BPSK = 1 (ideal Nyquist pulse). In what sense is QPSK better than
BPSK?. Use Figure 5.17.

c) Assume Pz
N0W = 9.09. Find Eb

N0 min
and �max according to the capacity curve.

d) Calculate the requirement on � (for BPSK), if Pz
N0W = 9.09.

e) Calculate � (for BPSK), if it is known that Pz
N0W = 9.09 and Eb

N0
= 9.09.

Solution:

a) Ps = Q 2
Eb

N0
� 10�5 � 2

Eb

N0
� (4.2649)2 � Eb

N0
� 9.09 (9.6dB)

b) BPSK has coordinates (9.6,1). So the power e�ciency, in terms of required
Eb/N0, is essentially the same, but QPSK is better since it is twice as bandwidth
e�cient.

I
r  C/W: reliable communication is impossible above

I this limit can be approached with channel coding
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How does channel coding work?
I We have seen that a large minimum distance d2

min between
signals is required to improve the energy efficiency

I For binary signaling (M = 2) we have seen that d2

min  2

Idea of coding:
I generate M binary sequences of length N
I use binary antipodal signaling to create M signals s`(t)

Example: N = 5, M = 4, grec(t) pulse with T = Ts/N (what is D2

min?)

A

�A

A

�A

A

�A

A

�A

1 0 1 1 0 1 1 0 0 1

0 1 1 1 1 0 0 0 0 0

t

t t

t

s0(t) s1(t)

s2(t) s3(t)
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Increasing d2

min with coding
I In our example we have

D2

min = 4A2 T ·3 = 4Eg 3 = 12Eg

I Normalizing by the average energy Eb = N Eg/k this gives

d2

min =
D2

min
2Eb

=
12Eg

2N/k Eg
= 6 · k

N
=

12

5

= 2.4

I Let dmin,H denote the minimum Hamming distance between the
binary code sequences ) in our example: dmin,H = 3

I Then we can write

d2

min = 2

k
N

dmin,H = 2Rdmin,H ,

where R = k/N is called the code rate
I Larger dmin,H values can be achieved with larger N
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Example: symbol error probability

0 2 4 6 8 10 12 14 16
Eb/N0 [dB]

10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

P s uncoded

Hamming code
N=7, k=4, d min,H =3 
(union bound)

I Hamming code, N = 7, k = 4, dmin,H = 3 ) d2

min = 3.43

I How can we construct good codes?
EITN70: Channel Coding for Reliable Communication (HT2)
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Multiuser Communication
(p. 395/396)

396 Chapter 5. Receivers in Digital Communication Systems - Part II
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Figure 5.27: a) An example of multiuser communication; b,c,d) Examples of
signals illustrating TDMA, FDMA and CDMA.

5.4.4 Noncoherent Detection of M-ary FSK Signals

Assume that the received signal r(t), in 0  t  Ts, is

r(t) = zj(t) + N(t) = ej(t) cos(�ct + �j(t) + �j) + N(t) (5.103)

if message mj is sent. The disturbance N(t) is assumed to be AWGN. To be able
to make a coherent decision, the receiver must know all waveforms {z�(t)}M�1

�=0 .
In many applications however, the phase value �j is introduced by the commu-
nication channel, and is unknown to the receiver. To be able to make a coherent
decision in this case, the receiver needs a good estimate �̂j . With noncoherent
detection, the receiver ignores the actual value of �j . Hence, no estimate of �j

is then needed, see [57], [43], [4].

In this subsection noncoherent ML detection of equally likely, equal energy or-
thogonal M -ary FSK signals in AWGN is considered. Hence, it is here assumed
that,

r(t) = zj(t) + N(t) =
�

2E/Ts cos(�jt + �j) + N(t), 0  t  Ts (5.104)

A simple model:
I N users transmit at same time with orthonormal waveforms f`(t)
I Binary antipodal signaling is used in this example, such that

s(t) =
N

Â
n=1

An fn(t) , An 2 ±A

I The orthonormal waveforms satisfy
Z Ts

0

fi(t)fj(t) dt =

(
0 if i 6= j ,

1 if i = j
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Multiuser Communication
I The separation of users can be achieved in different ways
I TDMA: (time-division multiple access)
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Figure 5.27: a) An example of multiuser communication; b,c,d) Examples of
signals illustrating TDMA, FDMA and CDMA.

5.4.4 Noncoherent Detection of M-ary FSK Signals

Assume that the received signal r(t), in 0  t  Ts, is

r(t) = zj(t) + N(t) = ej(t) cos(�ct + �j(t) + �j) + N(t) (5.103)

if message mj is sent. The disturbance N(t) is assumed to be AWGN. To be able
to make a coherent decision, the receiver must know all waveforms {z�(t)}M�1

�=0 .
In many applications however, the phase value �j is introduced by the commu-
nication channel, and is unknown to the receiver. To be able to make a coherent
decision in this case, the receiver needs a good estimate �̂j . With noncoherent
detection, the receiver ignores the actual value of �j . Hence, no estimate of �j

is then needed, see [57], [43], [4].

In this subsection noncoherent ML detection of equally likely, equal energy or-
thogonal M -ary FSK signals in AWGN is considered. Hence, it is here assumed
that,

r(t) = zj(t) + N(t) =
�

2E/Ts cos(�jt + �j) + N(t), 0  t  Ts (5.104)

I FDMA / OFDMA: (frequency-division multiple access)
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Figure 5.27: a) An example of multiuser communication; b,c,d) Examples of
signals illustrating TDMA, FDMA and CDMA.

5.4.4 Noncoherent Detection of M-ary FSK Signals

Assume that the received signal r(t), in 0  t  Ts, is

r(t) = zj(t) + N(t) = ej(t) cos(�ct + �j(t) + �j) + N(t) (5.103)

if message mj is sent. The disturbance N(t) is assumed to be AWGN. To be able
to make a coherent decision, the receiver must know all waveforms {z�(t)}M�1

�=0 .
In many applications however, the phase value �j is introduced by the commu-
nication channel, and is unknown to the receiver. To be able to make a coherent
decision in this case, the receiver needs a good estimate �̂j . With noncoherent
detection, the receiver ignores the actual value of �j . Hence, no estimate of �j

is then needed, see [57], [43], [4].

In this subsection noncoherent ML detection of equally likely, equal energy or-
thogonal M -ary FSK signals in AWGN is considered. Hence, it is here assumed
that,

r(t) = zj(t) + N(t) =
�

2E/Ts cos(�jt + �j) + N(t), 0  t  Ts (5.104)

I CDMA: (code-division multiple access)
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Figure 5.27: a) An example of multiuser communication; b,c,d) Examples of
signals illustrating TDMA, FDMA and CDMA.

5.4.4 Noncoherent Detection of M-ary FSK Signals

Assume that the received signal r(t), in 0  t  Ts, is

r(t) = zj(t) + N(t) = ej(t) cos(�ct + �j(t) + �j) + N(t) (5.103)

if message mj is sent. The disturbance N(t) is assumed to be AWGN. To be able
to make a coherent decision, the receiver must know all waveforms {z�(t)}M�1

�=0 .
In many applications however, the phase value �j is introduced by the commu-
nication channel, and is unknown to the receiver. To be able to make a coherent
decision in this case, the receiver needs a good estimate �̂j . With noncoherent
detection, the receiver ignores the actual value of �j . Hence, no estimate of �j

is then needed, see [57], [43], [4].

In this subsection noncoherent ML detection of equally likely, equal energy or-
thogonal M -ary FSK signals in AWGN is considered. Hence, it is here assumed
that,

r(t) = zj(t) + N(t) =
�

2E/Ts cos(�jt + �j) + N(t), 0  t  Ts (5.104)

I MC-CDMA: (multi-carrier CDMA) combined OFDM/CDMA
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Receiver for Multiuser Communication396 Chapter 5. Receivers in Digital Communication Systems - Part II
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Figure 5.27: a) An example of multiuser communication; b,c,d) Examples of
signals illustrating TDMA, FDMA and CDMA.

5.4.4 Noncoherent Detection of M-ary FSK Signals

Assume that the received signal r(t), in 0  t  Ts, is

r(t) = zj(t) + N(t) = ej(t) cos(�ct + �j(t) + �j) + N(t) (5.103)

if message mj is sent. The disturbance N(t) is assumed to be AWGN. To be able
to make a coherent decision, the receiver must know all waveforms {z�(t)}M�1

�=0 .
In many applications however, the phase value �j is introduced by the commu-
nication channel, and is unknown to the receiver. To be able to make a coherent
decision in this case, the receiver needs a good estimate �̂j . With noncoherent
detection, the receiver ignores the actual value of �j . Hence, no estimate of �j

is then needed, see [57], [43], [4].

In this subsection noncoherent ML detection of equally likely, equal energy or-
thogonal M -ary FSK signals in AWGN is considered. Hence, it is here assumed
that,

r(t) = zj(t) + N(t) =
�

2E/Ts cos(�jt + �j) + N(t), 0  t  Ts (5.104)

I This permits a simple receiver structure for each user `
I The decision variable becomes

x =
Z Ts

0

f`(t)r(t) dt =
Z Ts

0

f`(t)

 
N

Â
n=1

An fn(t)+N(t)

!
dt

= A` +
Z Ts

0

f`(t)N(t) dt = A` +N

) receiver is only disturbed by noise and not by other users!
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Non-coherent receivers
I With phase-shift keying (PSK) the message m[n] at time nTs is

put into the phase qn of the transmit signal

s(t) = g(t)
p

2E cos(2p fc t +qn) , nTs  t  (n+1)Ts

I The channel introduces some attenuation a, some additive noise
N(t) and also some phase offset n into the received signal

r(t) = a g(t)
p

2E cos(2p fc t +qn +n)+N(t)

I Challenge: the optimal receiver needs to know a and n

I In some applications an accurate estimation of n is infeasible
(cost, complexity, size)

I Non-coherent receivers:
receiver structures that can work well without knowledge
of the exact phase offset

How can we modify our PSK transmission accordingly?
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Differential Phase Shift Keying
I With differential PSK, the message m[n] = m` is mapped to the

phase according to

qn = qn�1

+
2p `

M
` = 0, . . . ,M �1

I The transmitted phase qn depends on both qn�1

and m[n]
I This differential encoding introduces memory and the transmitted

signal alternatives become dependent
I Example 5.25: binary DPSK
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b[i]

g(T b-t)

g(T b-t)

rc[n]

rs[n]

t=nT b

2cos( ωct)

r(t)

Receiver

Delay
Tb

Delay
Tb

ξ[n]
ξ[n]      0>

<

"0"

"1"
b[n-1]
^

Delay
Tb

Addition
modulo 2

m[i] s0(t)
s1(t)

s(t)
Channel

z(t) r(t)

N(t)

-   2sin( ωct)

s0(t) =
�

2Eg(t) cos(�ct), and s1(t) =
�

2Eg(t) cos(�ct + �) in 0 � t � Tb.

Eg =
Ts

0
g2(t)dt = 1, fc is a multiple of Rb. z0(t) = �

�
2Eg(t) cos(�ct + �), and

z1(t) = �
�

2Eg(t) cos(�ct + � + �).

The samples rc[n] and rs[n] are,

rc[n] = A cos(�n�1 + �) + wc[n]
rs[n] = A sin(�n�1 + �) + ws[n]

where A is a constant. wc[n] and ws[n] are independent Gaussian random variables
with zero mean, and variance N0/2.

a) Assume the sequence of information bits b[i] below,

i: 0 1 2 3 4 5 6 7
b[i]: 1 1 0 1 0 0 1 1

Calculate and sketch s(t) in the interval 4Tb � t � 8Tb if fc = Rb, g(t) is
rectangular and s1(t + Tb) was sent in �Tb � t � 0.

b) Assume � = �0, N(t) = 0 and �n as given in the table below,

n: 0 1 2 3 4 5 6 7
�n: 0 0 � 0 � � 0 0

Calculate �[3], �[4], �[5], �[6], �[7], and the corresponding decisions.
Which decisions are correct?
In what way does the phase value �0 influence these decisions?

c) Calculate the noise component in �[n], and A.
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Differential Phase Shift Keying (M = 2)
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r(t)

Receiver

Delay
Tb

Delay
Tb

ξ[n]
ξ[n]      0>

<

"0"
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^

Delay
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Addition
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m[i] s0(t)
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Channel
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-   2sin( ωct)

s0(t) =
�

2Eg(t) cos(�ct), and s1(t) =
�

2Eg(t) cos(�ct + �) in 0 � t � Tb.

Eg =
Ts

0
g2(t)dt = 1, fc is a multiple of Rb. z0(t) = �

�
2Eg(t) cos(�ct + �), and

z1(t) = �
�

2Eg(t) cos(�ct + � + �).

The samples rc[n] and rs[n] are,

rc[n] = A cos(�n�1 + �) + wc[n]
rs[n] = A sin(�n�1 + �) + ws[n]

where A is a constant. wc[n] and ws[n] are independent Gaussian random variables
with zero mean, and variance N0/2.

a) Assume the sequence of information bits b[i] below,

i: 0 1 2 3 4 5 6 7
b[i]: 1 1 0 1 0 0 1 1

Calculate and sketch s(t) in the interval 4Tb � t � 8Tb if fc = Rb, g(t) is
rectangular and s1(t + Tb) was sent in �Tb � t � 0.

b) Assume � = �0, N(t) = 0 and �n as given in the table below,

n: 0 1 2 3 4 5 6 7
�n: 0 0 � 0 � � 0 0

Calculate �[3], �[4], �[5], �[6], �[7], and the corresponding decisions.
Which decisions are correct?
In what way does the phase value �0 influence these decisions?

c) Calculate the noise component in �[n], and A.

I The receiver uses no phase offset n in the carrier waveforms
I Without noise, the decision variable is

x [n] = rc[n]rc[n�1]+ rs[n]rs[n�1]

= A cos(qn�1

+n) A cos(qn�2

+n)+A sin(qn�1

+n) A sin(qn�2

+n)

= A2

cos(qn�1

�qn�2

) ) independent of n

I Note: non-coherent reception increases variance of noise
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Intersymbol Interference (ISI)
I Consider transmission of a single M-ary PAM signal alternative

436 Chapter 6. Intersymbol Interference

According to Chapter 4, the optimum choice of receiver filter is a filter that is
matched to the pulse u(t), i.e. v(t) = u(Ts � t) assuming Tu  Ts. However, in
Figure 6.1a we do allow a suboptimum choice of receiver filter.

sj(t) = A jg(t)
h(t)

zj(t) = A ju(t)
v(t)

y(t) = A jx(t) ξ

t=T s

Threshold
detector

w(t) = 0

Channel Receivera)

b) c) d)

g(t)

0 Tg
t

u(t)

Tg + T h

Tu
t

x(t)

Ts

Tu + T v

Tx

t

m̂
r(t)

Figure 6.1: a) Transmission and reception of a single M-ary PAM signal alter-
native. b-d) Examples of pulse shapes at di�erent points in the communication
system.

In the noise-free case, assuming for the moment that w(t) = 0, the output signal
from the receiver filter equals y(t) = Ajx(t), where the pulse x(t) is found from
the convolution between the pulse u(t) and the impulse response v(t),

x(t) = u(t) ⇤ v(t) = g(t) ⇤ h(t) ⇤ v(t) (6.3)

see Figure 6.1d. Hence, if the signal Ajg(t) is sent from the transmitter,
then the signal Ajx(t) occurs at the output of the receiver filter v(t).

The receiver’s decision variable � is obtained by sampling the output signal from
the receiver filter at t = Ts, and the receiver’s decision is finally obtained by
comparing � with a set of decision threshold values (see also Example 4.4 on
page 242, especially remarks 2 and 3 for the M-ary PAM case).

Now consider the situation when a sequence of M-ary PAM signal alternatives
is transmitted with a signaling rate of Rs = 1/Ts symbols per second, see Figure
6.2 on page 438. The transmitted signal s(t) then consist of a sequence of M-ary
PAM signal alternatives,

s(t) =
��

n=��
A[n]g(t � nTs), ��  t  � (6.4)

where the amplitude value A[n] carries the n:th transmitted message m[n]. From

I In the noise-free case (w(t) = 0) the signal x(t) can be written as

x(t) = u(t) ⇤ v(t) = g(t) ⇤ h(t) ⇤ v(t)
Example:
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According to Chapter 4, the optimum choice of receiver filter is a filter that is
matched to the pulse u(t), i.e. v(t) = u(Ts � t) assuming Tu  Ts. However, in
Figure 6.1a we do allow a suboptimum choice of receiver filter.
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Figure 6.1: a) Transmission and reception of a single M-ary PAM signal alter-
native. b-d) Examples of pulse shapes at di�erent points in the communication
system.

In the noise-free case, assuming for the moment that w(t) = 0, the output signal
from the receiver filter equals y(t) = Ajx(t), where the pulse x(t) is found from
the convolution between the pulse u(t) and the impulse response v(t),

x(t) = u(t) ⇤ v(t) = g(t) ⇤ h(t) ⇤ v(t) (6.3)

see Figure 6.1d. Hence, if the signal Ajg(t) is sent from the transmitter,
then the signal Ajx(t) occurs at the output of the receiver filter v(t).

The receiver’s decision variable � is obtained by sampling the output signal from
the receiver filter at t = Ts, and the receiver’s decision is finally obtained by
comparing � with a set of decision threshold values (see also Example 4.4 on
page 242, especially remarks 2 and 3 for the M-ary PAM case).

Now consider the situation when a sequence of M-ary PAM signal alternatives
is transmitted with a signaling rate of Rs = 1/Ts symbols per second, see Figure
6.2 on page 438. The transmitted signal s(t) then consist of a sequence of M-ary
PAM signal alternatives,

s(t) =
��

n=��
A[n]g(t � nTs), ��  t  � (6.4)

where the amplitude value A[n] carries the n:th transmitted message m[n]. From
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What happens if Tu = Tg +Th � Ts? ) ISI occurs
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Intersymbol Interference (ISI)
I For Rs = 1/Ts < 1/Tu we can use the ML receiver from Chapter 4
I Question: can we use such a receiver for larger rates Rs � 1/Tu?
I Consider the following receiver structure (compare to last slide)
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h(t) m[i]^+

t=t  +LT  +iT0 s s

Threshold
detector

[i]ξsA[n]g(t-nT  )
n= 8 v(t)

ChannelTransmitter

w(t)

z(t)s(t) = ∑

8

r(t) y(t)

Receiver

Figure 6.2: Sequential transmission, compare with Figure 6.1.

Our aim in this chapter is to investigate how to obtain good symbol error prob-
ability performance, with the receiver in Figure 6.2, when the symbol rate Rs is
increased above 1/Tu symbols per second.

The output signal y(t), from the receiver filter v(t) in Figure 6.2, is given by
(6.6)

y(t) =
��

n=��
A[n]x(t � nTs) + wc(t) (6.10)

where wc(t) denotes a filtered Gaussian noise process.

Note in Figure 6.2 that the filter output signal y(t) is sampled at the time
instants T + iTs, i = . . . � 2, �1, 0, 1, 2, . . . where the parameter T is

T = t0 + LTs (6.11)

The duration of the pulse u(t) is here assumed to be at most LTs, i.e., the
parameter L (integer) is related to the received pulse u(t). The parameter t0
is a fixed delay parameter in the receiver and in many cases it is equal to zero.
However, it is convenient to incorporate it in the parameter T according to
(6.11). Hence, the decision variable �[0] is obtained at t = T , and the sampling
rate in the receiver equals the signaling rate Rs.

Based on �[i] the receiver makes a decision on the i:th transmitted message m[i].
From Figure 6.2, and (6.10) it is found that,

�[i] = y(T + iTs) =
��

n=��
A[n]x(T + iTs � nTs) + wc(T + iTs) (6.12)

Now define,

x[i] = x(T + iTs) (6.13)

wc[i] = wc(T + iTs) (6.14)

Then the decision variable �[i] in (6.12) can be written as,

�[i] = A[i] ⇤ x[i] + wc[i] =
��

n=��
A[n]x[i � n] + wc[i] (6.15)

I Note that z(t) now is a superposition of overlapping pulses u(t)
I The signal y(t) after the receiver filter v(t) is

y(t) =
•

Â
n=�•

A[n]x(t �nTs)+wc(t) ,

where wc(t) is a filtered Gaussian process
I The decision variable is obtained after sampling

x [i] = y(T + iTs) , T = t
0

+LTs , where LTs  Tu
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Discrete time model for ISI
I According to our model the decision variable can be written as

x [i] = y(T + iTs) =
•

Â
n=�•

A[n]x(T + iTs �nTs)+wc(T + iTs)

I Let us introduce the discrete sequences

x[i] = x(T + iTs) , wc[i] = wc(T + iTs)

I This leads to the following discrete-time model of our system

6.1. Increasing the Signaling Rate - Inter Symbol Interference 439

and this discrete-time relationship is illustrated in Figure 6.3. Observe the
importance of the overall discrete-time impulse response x[i], since it
represents the combined e�ect of the transmitted pulse shape g(t), the
channel filter h(t) and the receiver filter v(t)! Throughout this chapter
it is assumed that x[0] is positive,

x[0] = x0 > 0 (6.16)

[i]ξ
+

w  [i]c

x[i] Threshold
detection m[i]^A[i]

Figure 6.3: Discrete-time model of the M-ary PAM communication system in
Figure 6.2.

EXAMPLE 6.1
The transmitted sequence of amplitudes A[i] is given as,

A[i]

1

1 5 8 9
i

Calculate, and plot, the sequence of decision variables �[i] in Figure 6.2, for 0 � i � 8,
in the noiseless case (i.e. w(t) = 0) if t0 = 0 and if the output pulse x(t) is:

Ts 2Ts

x0

2Ts 4TsTs

x0

x(t)

0
t

x(t)

t

i) L=1 and x(t) as below. ii) L=2 and x(t) as below.

Conclusion?

Solution:
From (6.15) we have,

�[i] =
�

n=��
A[n]x[i � n]

where x[i] is given by (6.13). The discrete-time impulse is denoted by �[i]. Conse-
quently, �[0] = 1 and �[i] = 0 for all i �= 0.

i) T = Ts

x[i] = x(T + iTs) = x((i + 1)Ts) = x0�[i]
Hence, �[i] = A[i] � x[i] = A[i] � x0�[i] = x0A[i]

x [i] =
•

Â
n=�•

A[n]x[i�n]+wc[i] = A[i] ⇤ x[i]+wc[i]

Remark: the discrete-time impulse response x[i] represents
pulse shape g(t), channel filter h(t), and receiver filter v(t)
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Example 6.1
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Hence, �[i] = A[i] � x[i] = A[i] � x0�[i] = x0A[i]

I i) x [i] = x
0

A[i] ii) x [i] = x
0

2

A[i+1]+ x
0

A[i]+ x
0

2

A[i�1]
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ii) T = 2Ts

x[i] = x(2Ts + iTs) = x0
2 �[i + 1] + x0�[i] + x0

2 �[i � 1]

Hence, �[i] = A[i]�x[i] = x0
2 A[i+1]+x0A[i]+ x0

2 A[i�1]. Observe that the decision
variable �[i] in this case also depends on the symbols A[i � 1] and A[i + 1]!
This is an example of so-called intersymbol interference (ISI). The sequence �[i] of
decision variables is plotted below.

ξ [i]

x0

-x 0

i
1 5 6 8

Note that the sequence of decision variables above in this noiseless case is quite di�erent
from the sequence of transmitted amplitudes! In i) all amplitudes are only scaled with
x0, but in ii) above, the decision variables �[5] and �[6] are both equal to zero, and
this is due to the influence of x[i]. Observe that �[5] and �[6] are located on the
decision threshold! Hence, the corresponding symbol decisions will be very unreliable.

�

The i:th transmitted message is represented by the amplitude A[i], and the
receiver in Figure 6.2 will use only the decision variable �[i] when making the
decision m̂[i]. So, let us therefore express �[i] in a way that reflects this (see
(6.15)),

�[i] = A[i]x[0]| {z }
Message term

+
��

n=��
n �=i

A[n]x[i � n]

| {z }
ISI

+ wc[i]| {z }
noise

(6.17)

The desired message term A[i]x[0] 2 {±x[0], ±3x[0], . . . ± (M � 1)x[0]}.

Compared with (6.9), the decision variable �[i] in (6.17) contains a component
that depends on the other messages! This component is referred to as intersym-
bol interference (ISI), and we can, to a certain extent control it by controlling
the sequence x[i],

x[i] = x(T + iTs) = [g(t) ⇤ h(t) ⇤ v(t)]T +iTs (6.18)

through proper choices of g(t) and v(t).

Note that if the receiver filter v(t) is matched to the pulse u(t), i.e., if v(t) =
u(Ts � t) and if Tu  Ts (as in Chapter 4), then the ISI term in (6.17) is equal
to zero, since the pulse x(t) then is zero outside 0  t  2Ts, and T = Ts (this
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