What is communication?

ULNEEIR\LIT)Y » The purpose of a communication system is to fransmit messages
(information) from a source to a destination
EITG05 D . | C . t Examples: sound, picture, movie, text, etc.
- Iglta ommunications » The messages are converted into signals that are suitable for
transmission
Week 1, Lecture 1 » The physical medium for transmission is called the channel
Introduction, Overview, Basic Concepts (p. 1-32)
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» The received signal is used to estimate the messages

Can you give some examples?
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Analog versus digital Digital Communications

» Analog communication:
the original messages produced by the source are analog We are in a global digital (r)evolution
» Digital communication:
the messages are digital, i.e., can be represented
by discrete numbers (digits)

v

Mobile data and telephony (GSM, EDGE, 3G, 4G, 5G)
Digital radio and television, Bluetooth, WLAN

Data storage, CD, DVD, Flash, magnetic storage
Optical fiber, DSL (long range, high rate)

Cloud computing, big data, distributed storage

Connected devices, Internet of things, machine-to-machine
communication, distributed control, cyber physical systems

v

v

Example 1: | speak and you listen to the acoustic sound wave

v

v

Example 2: | record my speech to MP3 and send it to you,
who plays it back on your computer or phone

v

Example 3: | use morse code and a flashlight to transmit
a message to my neighbor The large number of different application scenarios require flexible
communication solutions (data rate / delay / reliability / complexity)

In all cases some analog medium has to be used during

the transmission at some point Remark storage of data falls also into the category of our

communication system model (check why)
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Scope of this course Not in this course

» Analog to digital conversion, sampling theorem, quantization
bi] S(t) (0 B = basic signals & systems or signal processing course
—={ Transmitter Channel Receiver ——= » Source coding (compression)
= covered in information theory course (elective)

» Channel coding (robust and reliable communication)
» Transmitter principles: bits to analog signals (Chap. 2) = covered in separate course (elective)
» Characteristics of the communication link (Chap. 3,6) » Cryptography (secure communication)
» Receiver principles: analog noisy signals to bits (Chap. 4,5,6) = covered in separate course (elective))

Requirements: There exist a large number of specialized courses that can be taken
Data should arrive correctly at the receiver after this basic course.

High bit rates are desireable
Energy/power efficiency
» Bandwidth efficiency
What are the technical solutions and challenges?

v

v

There is also a project course in wireless communications.

v
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Related courses from the wireless program The Transmitter
N _ e How can we map digital data to analog signals?
Ip1 Ip2 1p3 Ip4 )
(emeos 7.shp G2 | /Ex‘.mss 75hp A | {smns 725he A ) b[l] =1 0 1 1 01 O 1 O O 1 1
Digttal komerunikation Tradlésa kanaler | Design av tradiésa
e O J W\ L ) |_system )
L \  fotsiemmggens X ‘ A simple approach:
t [ emros 7.shp A - - ETSNOL7,Shp A EMM4s  7.5hp A . L
1 (i | (o rame o2 | |(Mgewed || defemsionted apply some voltage A during transmission of a 1
s(t)
o Orann
(eias 7she A | [emizo7she A (" €TIM02 30 hp A Masterexamensarbete i elektro- och \ : :
Moderna tradissa Kanalkodning fér tillfér- informati ik. Las om forkunskapskrav i -— t
__system ) Llitig i ) (_kursplb ) T
E . \
_E EMi10 7.5k A EDINOL  75hp A
) \, Basic operation: (more general)
et 1 rids bommunikation T represent the sequence of information bits b[i] by a sequence of
h ’ analog waveforms, resulting in the transmit signal s(¢)
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The Transmitter

» The analog waveform corresponding to the bit 5[i] can be written
as a time-shifted version of an elementary pulse g(r)

9(t) gt —iTy)

A A

Tt ' iT, iTy+T 3

» Ty is the information bit interval, while T is the pulse duration
» For now we assume that T < Tj, i.e., the pulses do not overlap
» We can now represent the transmit sequence s(r) as follows

s(1) = b[0] g(1) +b[1] g(t = Tp) + b[2] g(t = 2Tp) + - -
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What bandwidth is required?

» The bandwidth W of the transmit signal is a valuable resource

5(f) W

| T ;

» For typical pulses g(¢) the bandwidth W is proportional to %
» More details about bandwidth follow next week
» A challenging goal is to achieve a large bandwidth efficiency

-t [

Question: What happens when the pulse duration gets small? /s
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What data rate can we achieve?

» We could also choose a shorter pulse, with T < T,

Tonnon

Ty

» An important parameter is the information bit rate
B .
Ry, = p [bps] (bits per second) ,

if the source produces B information bits during T seconds

» We can write |
Ty=—
Ry

Question: What happens with R;, if T}, is larger than T?
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Variations of our signaling example

» In our example we only send a signal when b[i] = 1
This modulation type is called on-off signaling

» Instead we could send a pulse with amplitude —A for b[i] = 0:
s(t)

Mmoo
AR SRR

T

—A

This modulation type is called antipodal signaling
» We could also choose a different pulse shape g()

In this chapter: different modulation types and their properties
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Another pulse example ( — p. 10) The Channel

14

- s: » The channel is often modeled as time-invariant filter with noise
g 0.4 Channel 'u_'(t)
0.2
0 2 6 8 10 12 s(t) ()
-021 t/T
041 h(t) D
-0.67
-0.8 1 .
43 What are the input
sequences b[i] here? » h(t) is the channel impulse response and w(t) the additive noise
0.;: » The received signal becomes
T o069 -
$ o) F(1) = (1) % h(t) + w(t) = / h(z)s(i—7) de+w(t)
0
027 T » For now we assume the simple case («: attenuation)
-0.44
-0.64
onl h(t)=ad(t) =r(t)=ast)+w()
-1
Example: noisy signal at the receiver (p. 13) The Receiver
4 14 4
3 E
=2 g 067 § P
- ik L i ‘“ I b M iy = L ‘L‘ m I n i HW\L‘“ i
i B AT L
—2 -0.44 2
-0.6 7
44 -0.8 _4
¥
- = o6 » Due to the attenuation o during transmission, the noise w(r) has
£ o a strong impact on the received signal r(7)
= I H‘ | “ N oo PEE AN » A well designed receiver can still detect the symbols correctly!
i ‘HW "‘H i \M ‘ l ‘”\ i M ” 0] In this example, only 1 of 10° bits will be wrong in average
1 oo » We will learn about the receiver and its performance later,
- in Chapters 4 and 5




Bit Errors Increasing the message alphabet

> The bit error probability is an important measure of » Up to this point we have considered binary signaling only

communication performance _ o » Each bit b[i] was mapped to one of two signals sy () or s; (¢)
» It is defined as the average number of information bit errors per » More generally, we can combine k bits b1[i], b, ... b[i] to a

detected information bit single message mli], which then is mapped to a signal s,(¢)

P, = E{B.r} o “

B | |

| b0l |

Example: i Serial Binary to . i
» Assume a bit rate of 1 Mpbs and that 10 bit errors occur per hour Pt o o | geeama g ) s

on the average. What is the bit error probability? | e see (2.22) |

» The total number of bits in an hour is | 3

B =1000000-60-60=3.6-10°
> In case of M-ary signaling, one of M = 2¢ messages m|i] is
transmitted by its corresponding signal alternative

se(t) € {s0(t),81(2),...,sm—1()}

= Computer simulations become very time consuming!
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M-ary signaling Symbol rate versus bit rate
A _n2 _

Exam.ple. k=2,M=2"=4 » Since k information bits are transmitted with each symbol, the
The binary sequence symbol interval (symbol time) becomes

bufil=1 0 1 1.0 1 01 00 11 T, — kT,
is mapped by k » Accordingly, the symbol rate (signaling rate) is given by

mli] =Y bali] 2" = b1[i] + bai] -2
n=1 Rl [symbols} R
to M = 4 signal alternatives CUT s k
bli] = 00 <+ m[i] = 0 <> 50(1) bli] = 10 <> m[i] = 1 > s, (1) » When the message equals m[i] =j then s;(r —iTy) is sent

The message sequence becomes How does k affect the bandwidth efficiency p?

miij]=1 3 2 2 0 3 Remark: Be careful with the different definitions of time:

) . ) t: time variable T: pulse duration Tj: bittime T;: symbol time
With k = 14 there are M = 16384 signal alternatives
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Signal energy and power Signal energy and power

> The symbol energy E, of a signal alternative s,(¢) is given by » The attenuation « and the noise w(r) determine the quality of a
T communication link
Eg:/ss%(t)dt<<>0, =0,1,....M—1 r(t) = ous(t) +w(t)
0 Example:
> Animportant system parameter is the average symbol energy If a transmitted signal s(z) has energy Ej,, how much energy &, is then

in the received signal z(r) = a - s(¢) if & =0.001?

M—1
E, = P/ E, . .
' Z() » Using z%(t) = a®s*(r) we obtain

and the average signal energy per information bit P, = 2P = o’RyE,
_ E _ _
Ep=— _ P P oz
and & =—=a"— =Qa’E
k b R, R b

» If @ =0.001 then the power is reduced by a factor 107°

—R,E, = % kE, = R, E, This will increase the bit error probability!
How well can we distinguish two signals? Euclidean distance example M =2
» The squared Euclidean distance between two signals s;(z) and Case 1: on-off signaling
5;(r) is defined as s(t)
D= [ o) -0 '_I_l—l_l_l_l_\ [ F]
- " 20+ 200~ 250 (1) de T t

so(t) =A and 5, (r) = 0 for 0 <7 < T, = T, which gives Dj ; = 2E
Observe: on-off signaling is orthogonal
Case 2: antipodal signaling

si(t) = —s(t) , 0 <1Ty s(t)

— A T —IE
» Two signals are orthogonal if '_‘I_ : J|_||_||_ i : }

T

T
—Ei+E -2 /0 si()s; () d

» Two signals are antipodal if

—A

T
/ si()s;(1) dt =0
0

Antipodal signals have larger Euclidean distance so(f) =Aand s (1) = —Afor0 <1< T, =T,and Dy, =4E,
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Examples of pulse shapes: Appendix D Examples of pulse shapes: Appendix D
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Figure D.1: g,e.(t)/A. Figure D.2:

Figure D.9: g,.(t)/A. Figure D.10: % in dB.

1. The rectangular pulse: 5. The time raised cosine pulse:

A, 0<t<T

o= 2 (1 —cos(2mt/T)) , 0<t<T
Gree(t) :{ 0 , otherwise Gre

0 , otherwise

T 00 _ 2
By~ [ it = [ (Gup)a = 1 By =3471/8
0 o0
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