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TCP/IP model

* Developed by DARPA, 1970~

Applications E

Protocols defined by
the underlying networks
Phys (host-to-network)




A bottom-up approach

* Principles of digital communications
— From electrical signals to bits to packets

* Using the physical infrastructure

— Network access

TELNET oo E

Protocols defined by
the underlying networks
(host-to-network)

* Finding your way
— Addressing, routing

 Making use of it all

— Applications




Layer concept

Sender
a

%
|

The letter is written,
put in an envelope, and
dropped in a mailbox.

The letter is carried
from the mailbox
to a post office.

The letter is delivered
to a carrier by the post
office.

Higher layers

Middle layers

Lower layers

Receiver
a

i
1

The letter is picked up,
removed from the
envelope, and read.

The letter is carried
from the post office
to the mailbox.

The letter is delivered
from the carrier
to the post office.

_

The parcel is carried from
the source to the destination.




SMTP FTP TFTP DNS SNMP cee
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Analog vs Digital

* Analog =2 continuous
* Digital = discrete

Value Value

it

N\ :
SR VARRVES

>
Time

a. Analog signal b. Digital signal
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Digitalization of analog signals

* Performed in three steps:
1. Sampling
— Discretizationin time

2. Quantization
— Discretizationin amplitude

3. Encoding
— Binary representation of amplitude levels
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Sampling

* The process of _ ] |
discretizing the " |
time of a B R R R TR R R
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Nyquist Sampling Theorem

e |f s(t)is a band limited signal with highest frequency
componentF, ., thens(t)is uniquely determined

by the sampless, =s(nT) if and only if

F=—22F,,

T

* The signal can be reconstructed with
: t—nl
S(t):ZSnsmc( Tn j

* F .. is the Nyquistfrequencyand F, the Nyquist rate




How sampling rate affects the result
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c. Undersampling: f; = f




Quantization

* Linear Quantization ?2
— 2N equidistant levels™| TS

AU N

X(t)

| —* x[n]
O Quant level

— Represent sample
with N bits ol

* Telephony
— N=8 = 256 levels
* CD 4
— N=16 - 65 536 levels
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Encoding

2

* Representation of quantized samples in bits

X(1)
st AT N —+ Xl

O Quantlevel

000 S

i i
0 1 2

2015-12-11 EITF15 - Internet Technology and Applications 13



Digital signal transmission

* Signals coded by changes in voltage amplitude

Amplitude Amplitude , ,
pA ! 8 bits sentin 1 s, p,\ 16 bits sent in 1 s,
Bit rate = 8 bps Bit rate = 16 bps
1:0:1:1:0:0:0:1: 11:10:01:01:00:00:00:10:
Level 2 L Level 4 o
| | | | | | | | |
- Level 3 oL
| | | | | | | o0 e
Level 14 | I R B
[ | | | | | | ) | | | [ [ i
oL 1 Tme Level2| 1 — Time
- - : - - - - [ [ [ [ [
a. A digital signal with two levels A L
Level 1 I
| | | | | | |

b. A digital signal with four levels
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Non-Return-to-Zero (NRZ-L)

* 0 =high voltage amplitude
1 =|ow voltage amplitude

00 1 0110 100

* Twice as bandwith-efficient than RZ
* Synchronisation problem
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Manchester Coding

* Combines NRZ with a clock pulse

2015-12-11

EITF15 - Internet Technology and Applications




Differential Manchester

* 0 =Inversion at the beginning of the bit
1 =No inversion at the beginning of the bit
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Transmission impairment

* When a signal travels on a link, it deteriorates
due to transmission impairment.

— Attenuation
— Distortion
— Noise

* Digital: repeaters vs. Analog: amplifiers

Signal-to-noiseratio = ﬁverage 81gna1 power
(SNR) verage noise power



Attenuation

* Loss of energy

Original Attenuated Amplified

b

ﬁ Amphﬁer

Point 1 Transmission medium Point 2 Point 3
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Distortion

* Change in signal shape due to differencesin
propagation delay

Composite signal /\ Composite signal

sent \/ \/ recelved

{VVUVV\M VYV VYV NLJ
A | | daanaran—

Components, Components
in phase out of phase

At the sender At the receiver
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Noise

e Corruption due to e.g. thermal noise (a.k.a.
white noise) or crosstalk

Transmitted Received

i l i

Point 1 Transmission medium Point 2
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Digital transmission

* Preferred method today
— Data mostly digital
— Repeaters better than amplifiers

— Digital multiplexing easier than analog
— Security implementations easier
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Data flow concepts

rl Direction of data . @

Mainframe a. Simplex Monitor

Direction of data at time 1
>

€
Direction of data at time 2

b. Half-duplex

Direction of data all the time

c. Full-duplex



Multiplexing

e Why?
— Two computers transmitting data on a link cannot

do this simultaneously on the same frequencies
with the same coding scheme.

/LI == llllll'»»s*‘Ei<(hlllll | ;fL\
£ N P =\
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Multiplexing of links

* Physical links need to be shared.
* They are divided into several channels.

MUX: Multiplexer
DEMUX: Demultiplexer

n Input
lines . )

1 link, » channels

2015-12-11 EITF15 - Internet Technology and Applications

n Output
lines
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Space-Division Multiplexing (SDM)

* Used in fibre-optic cables
* Each channel uses one optical fibre.

§ —
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Frequency-Division Multiplexing (FDM)

* Analog multiplexing technique
* Physical link divided into frequency bands
 Each channel uses a unique carrier frequency.

A

(oni | (cha ] eer [ onN ) R
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Wavelength-Division Multiplexing (WDM)

* Analog multiplexing technique
* Combines optical signals

y N \ /
A, /\ WDM NI\ WDM A,
X3 A / kl + kz + X3 \\ 7u3
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Time-Division Multiplexing (TDM)

* Digital multiplexing technique

* Each channel occupies a time slot on the link.

2015-12-11

x cZ

Data flow

X C<ZmQoO
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Data Link Layer
1-
Error and Flow Control
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Data Link Layer

e Medium Access Control
— Access to network

* Logical Link Control
— Node-to-node error and flow control

Link layer protocols
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Link layer protocols

 Error detection
— All errors must be detected

* Error correction
— Receiver must get correct data

* Flow control
— Receiver must not be overloaded
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Framing

* Physical layer = bitstream

* Link layer = frames
* We need logical transmission units

— Synchronisation points
— Switching between users

— Error handling
Data from upper layer

-l -
-< >

Variable number of bits

01111110 Header 01111010110 e+« 11011110 | Trailer | 01111110
Fla Flag
2015-12-T1 EITF15 - Internet Technology and Applications 33



Error control

* Data assumed error-free by higher layers

— Errors occur at lower layers (physical)
— Job for LLC layer

e Extra (redundant) bits added to data
— Generated by an encoding scheme from data

Encoding

& N
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Error types

_ 0 changed to 1
* Bit error
/ N

o|lo|o|o|O|OfT1(OF—{Of|O[O(OT]O
Sent Received

Length of burst

Burst error error (8 bits)

Sent < g

01110{0({0(1T|10|10|0|17|0(0O(O0O]|O0

[ o

O11T|OfT1|{T[{OLT|O(T|1T]0O[O(O

2015-12-11 :{eceivedﬁ - Internet Technology and Applications



Error detection process

Sender

Encoder

Message

Y

Generator

Unreliable transmission

Receiver

Decoder

Message

TCorrect or

discard

Checker

» Received information

Message and redundancy

¢
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Error detection schemes

 Simple parity-check code
e Cyclic Redundancy Check (CRC)

e Checksum

2015-12-11 EITF15 - Internet Technology and Applications
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Simple Parity-Check Code

 Extra bit added to make the total number of
1s in the codeword

— Even = even parity
— Odd = odd parity

dataword codeword
10011100 -+ 0 p— 100111000
* Problem?

— Can detect an odd number of errors
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Cyclic Redundancy Check (CRC)

 Predefined shared divisor to calculate codeword

Sender Receiver
Dataword Encoder Decoder Dataword
a431d7|41|3g a31dz|a1 |39
A A A A
Accept
000 ]
- — =
)\ De01§10n [ > S
I logic [32
A
Syndrome |S5 [S; |So A A A A
ll YYVYY Divisor I

Generator d; d, d; d, Checker

Shared A
g are ‘L&tt
R
g Unreliable )
U AN 17 o transmission \ y
a3137|aq | (L [Ty | Lo ) b3b, by by |24 |do
Codeword Codeword
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CRC: Polynomial representation

* The dataword of k bits is represented by a
polynomial, d(x).

* The degree of the polynomial is k-1.

ag as a, as a, a, a
1 0 0 0 0 1 1 0 O O O
e+ o + o+ o+ ot X 1 X° + X + 1
a. Binary pattern and polynomial b. Short form
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CRC: The principle

* Objective: Send a dataword d(x) of k bits
represented by a polynomial of degree k-1.

* Given: Generator polynomial g(x) of degree m.
* Find: Remainder polynomial r(x) such that:

c(x) = d(x) - x™ + r(x)

can be divided by g(x) without remainder.
* Codeword c(x) will then be sent to the receiver.
* r(x) has degree m-1 or less, and CRC has m bits.



CRC: How it works

* Sender:
1. Generate b(x) = d(x) - x™
2. Divide b(x) by g(x) to find r(x)
3. Send c(x) = b(x) + r(x)
* Receiver:
1. Divide c’(x) = c(x) + e(x) by g(x)
2. Check remainderr’(x) = if O data correct, c(x) = c’(x)
3. Remove CRC bits from codeword to get dataword



Example: CRC derivation

* Fordataword 1001, derive CRC using
generator 1011.

* Data polynomial: d(x) = x3+1

* Generator polynomial: g(x) = x3+x+1

e Dividend: b(x) = d(x)-x3 = xb+x3
* Codeword polynomial: ¢(x) = d(x)-x3 + r(x)

* CRC polynomial: r(x) ="
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Example: CRC derivation

Dataword| x3 + 1
1001 *
.. 3
Divisor X* + X Dividend:
X3 + x + 1 x6 + x3 - augmenteq
1011 W6 + ¥t + 33 dataword
x4

X + x2 + x

x2 + x | Remainder

1001 ¥ 110

Codeword

x6 + x3

X2 + x

Dataword Remainder



Checksum

* The checksum is used in the Internet by
several protocols although not at the data link
layer.

* The main principleis to divide the data into
segments of n bits. Then add the segments
and use the sum as redundant bits.



Checksum process

Sender Receiver

Message Message

mbits |[mbits| e e ¢ [m bits
| |

All 0’s 5

Discard

mbits |[mbits| e o ¢ |[mbits

m bits

A A

—> Generator |_

Checker

mbits [mbits| e e ¢ |mbits | m bits mbits [mbits| e e o [m bits | m bits

Message plus checksum

Message plus checksum




Example: Checksum

Receiver site

Sender site
0111 7
1011 11
1100 12
00O0O 0
0110 6
00O0O 0
Sum —>» 36

Wrapped sum —>» 6
Checksum —>» 9

7,11,12,0,6,9

100100 36

10
0110 6
1001 9

Details of wrapping
and complementing

Packet

0111 7
1011 11
1100 12
00O0O 0
0110 6
1001 9

Sum —>» 45

Wrapped sum —>» 15
Checksum —>» 0

101101 45
10

1111 15
00O0O 0

Details of wrapping
and complementing




Error and flow control

* The basic principle in error and flow control is
that the receiver acknowledges all correctly
received packets.

./E\‘g. /’%
Data

>

ACK
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The need for flow control

e The receiver must be able to handle all
recieved frames. If the transmission rate is too

high, the receiver may become overloaded
and drop frames due to full buffers.

Sending node Receiving node

, Frames are pushed :
Data-link | " prodycer > | | Consumer | | Data-link
layer layer

0 |

Flow control
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Stop-and-wait ARQ

* Send and wait
— Keep time
— Wait for ACK
— Retransmit
* Automatic repeat request

— Frames (SEQ++)
— Acknowledgements (SEQ+1)
— Mismatch = problem!

2015-12-11 EITF15 - Internet Technology and Applications
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Stop-and-wait ARQ flow diagram

Sender Receiver
.
start @ Reauest 110111011 —>{Famep o,
s i L > o0} 770:1} Arrival
n ! O 01501,
stop & el TR0} 1077 e— (AT
vy, LYl 1 i
S, | i
. Request -_O 0:1:011—>{ Frame 7 |
T I
|
! Lost :
Sh | :
Time-out . i- TR | .
restart D Time-out ;0 §0:1:0{1—> F’GMel(resent) | o

Time-out D
restart

Stop ©



Stop-and-wait ARQ inefficiency

* Too much waiting

e Solution
— Keep the pipe full
— But not too full

e Sliding window
— Size matters
— Windowsize < 2™M

2015-12-11 EITF15 - Internet Technology and Applications
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Sliding window

S¢ Send window, S, Send window,
first outstanding frame next frame to send
BERRCSAL] (7 [8[9f1o]1]12[13[14[15] 0|1
Frames already Frames sent, but not Frames that can be sent, Frames that
acknowledged acknowledged (outstanding) but not received from upper layer cannot be sent

A

b
<

|
Send window, size S

Y
A

>

=2M-1

size

<
-

Y

a. Send window before sliding

Pl e T e e

‘13114115, 0 111 2 7 [ s8] ofofnn]12[13]14][15]0] 1

b. Send window after sliding



Go-back-N ARQ flow diagram

Start
timer

[
Stop

timer

Request

Arrival

Request

Request

Request

Arrival

Arrival

Sender Receiver

] 9 -

Sf Sn
| |
Initial  [0]1]2]3]4]5]6]7]0[1]2] ! : i1 [2[3]4]5]6]7] Initial
| |
|

2[3|4|5]6|7]| Arrival

Sf Sn R,
of2]3]4]5]6]7]0]1]2 |
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Sf Sn
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S¢ Sn 0|1|2i4|5|6|7| Arrival
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Go-back-N ARQ window size

B
Time-out .

Sender

Receiver

Rn

'123

R

n

=

)

(] 7

X

>

Correctly
discarded

Time-out

Sender
Sn
Frs
I,
Sn
F/‘e (
2[3]0] [,
Sn
_
3[0 %
S

]
N

¥

>

QL
%
QS

—-€
€

Receiver

Rn

'1230

Rn

ol
Rn
0 1.30

Rn

27

Rn

i

Erroneouslyl

0]1(2

accepted

a. Window size < 2™

b. Window size =2™M




SMTP FTP TFTP DNS SNMP coe
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SCTP TCP UDP

ta Link La

Network Access

2015, Lecture 03 Underlying LAN or WAN
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Kaan Bir I

2015-12-11 EITE15.- lnh:rnprprhnnlng\'/ and Applir:\finnc




Concept of shared medium

Host 1 Host2 Host3 Host4 Host5 Host6 Host7 Host8 Past

2

 Not for wired media . Present
any |Onger Transmic [

< Receive

 Wireless LAN (WLAN)
share wireless
medium.
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Data transfer on a shared medium

Packet to C

The computer with the right destination address
copies the packet and delivers it to the application.
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Medium Access Control (MAC)

e Set of rules for sending (and receiving) data in
a multiple access network

Random access
protocols

— ALOHA
—— CSMA
— CSMA/CD
— CSMA/CA

Multiple-access
protocols

Controlled-access Channelization
protocols protocols

—— Reservation
— Polling

—— Token passing

2015-12-11 EITF15 - Internet Technology and Applications
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—— TDMA

— CDMA
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Controlled access protocols

e Stations consult one another to find which
station has the right to send.

e A station cannot send unless it has been
authorized by other stations.

e Used in different parts of the mobile networks.
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Random access protocols

* No station superior to another
* No station in control of another

e A station with data to send uses a procedure
to decide whether or not to send

2015-12-11 EITF15 - Internet Technology and Applications
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Random access: ALOHA

* Multiple-access method of ALOHANET
— One of the first WLAN in the world
— Devloped by the University of Hawaii (1970)

= = = =
ALOHANET

2015-12-11 EITF15 - Internet Technology and Applications
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Pure ALOHA

Stations share one frequency band

Mainframe sends data on another frequency

(broadcast channel)

A station sends a frame whenever it has a
frame to send.

If the station receives an ACK from the
mainframe on the broadcast channel, the
transmission is successful.

If not, the frame needs to be retransmitted.
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Pure ALOHA: Frames

Station 1

Station 2

Frame 1.1

Collision
duration

Frame 1.2

Frame 2.2

Frame 4.2

Collision
duration




Pure ALOHA: Collisions

B's end A's end
collides with collides with
A's beginning C’s beginning

l l

|

|

|

I c

| > B 2

| aa) -

| [

|

| = -

| 9 A c

| o wl

|

| [ 1

| [ c

| | ) C 2

I I 3 L

| [

| [ |

1 1 1 >
t-Te, t t+Tg, Time

A
Y

| Vulnerable time =2 x T¢, |
| |



Slotted ALOHA

e Time divided into slots
e Each slot contains one frame in time

e A station can only send at the beginning of a
slot.
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Slotted ALOHA: Frames

Station 1

Station 2

Station 3

Station 4

Collision  Collision
duration  duration
Frame 1.1 Frame 1.2
___________________________ - _>
Time
Frame 2.1 Frame 2.2
___________________________ - _>
Time
Frame 3.1 Frame 3.2
____________________________ _—— _>
Time
Frame 4.1 Frame 4.2
__________________________ - _>
Time
Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6



Slotted ALOHA: Colllisions

B's end A's end
collides with collides with
A's beginning C’s beginning

| |

|5 : 2
A collides with C | 5 A 2
! I l 1 ! : & &
I I 1 ! ! :
I I It Tg t t+Tg
(o : | Vulnerable time = 2 x T, |
o) o | | |
o B c ,
o L :
I 1 |
I
1 c
= e
I
| ) A <
! on
I
I 1 1
I
C
I - —
' > C j
I
1 o Ll
I
I 1 |
1 3y ! >
- Ter t t+Tg Time

Vulnerable time = Tg, |
7l



Carrier Sense Multiple Access (CSMA)

 Listen to (sense) medium before sending
* |f medium occupied (busy), wait

— 1-persistent
— Non-persistent
— P-persistent

2015-12-11 EITF15 - Internet Technology and Applications
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Persistence methods

Sense
and transmit

Continuously sense \

> Time
Busy
a. 1-persistent
Sense
and transmit
Sense Sense
| wait | Wait
‘“ > Time
Busy
b. Nonpersistent
Probability outcome
does not allow transmission. Transmit
1 | 1
Continuously sense 1 _ o o
: Time slot : Time slot : Time slot
I I K
Y Y
> Time

Busy

C. p-persistent

Keep sensingand send as
soon as channelidle

Wait random, sense
again, send if idle

Transmit with probability
p, sense with 1-p, wait if
busy



CSMA: Vulnerable time

* Propagation time

o ? <}

D senses

B senses C senses :
: here
1
]
]
]

here here \

J Vulnerable time

propagation time

Frame propagation

Y Y

Time Time

e Collisions?
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CSMA with Collision Detection (CSMA/CD)

* CSMA has no collision procedure
« CSMA/CD developed to handle collisions

083 Collision
nergy W
. . . . . )
Frame transmission W Frame transmission Time
Idle
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CSMA/CD: Collision detection

* Monitors medium after sending a frame

* Abort transmission and send a jamming signal
if collision detected

A B C D
@ o — 2>
Qj@ Qﬁ Collision @% N~

t; oCcurs

Transmission ’ I 41 1 Transmission

time eframe M=o - - - -] 31 time
ty
A detects _
collision and
aborts C detects

M collision M
Time and aborts Time
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CSMA/CD: Minimum frame size

* Sending station must be able to detect a
collision before transmitting the frame’s last bit

e Frame transmission time must be at least two
times maximum propagation time

* Colliding signal can propagate to sending
station before the last bit is transmitted.



Ethernet frame structure

Minimum payload length: 46 bytes

Preamble: 56 bits of alternating 1s and 0s Maximum payload length: 1500 bytes
SFD: Start frame delimiter, flag (10101011) [< g
S Destination Source :
« Preamble II; address address Type Data and padding CRC
7 bytes 1 byte 6 bytes 6 bytes 2 bytes 4 bytes

Minimum frame length: 512 bits or 64 bytes

header Maximum frame length: 12,144 bits or 1518 bytes

| Physical-layer




Ethernet MAC address

06:01:02:01:2C:4B
| |

6 bytes = 12 hex digits = 48 bits

* ipconfig /all

2015-12-11 EITF15 - Internet Technology and Applications
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Network addresses

* |In a network, all stations need an address so
that the data can reach the right destination.

* All computers connected to a standard LAN
have a unique physical address.



Evolution of Ethernet

* Collision domains CsmaA/CD

Domain

Bridge i: i

b. With bridging
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Switched Ethernet

Switching table

Address Port G ‘ m ﬂ I G D

71:2B:13:45:61:41
71:2B:13:45:61:42
64:2B:13:45:61:12
64:2B:13:45:61:13

Switch

AN US I NS

)

. ~ e ,
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omal



Full-duplex switched Ethernet
csma/Ch

Switch

Transmit

Jwisued |
CYNEREN




Wireless LAN

* Popularity of Internet
* Popularity of mobility

~ A C P
-
, - , nterSy e Access
\\%% %’/ @ "™ @,
Wired LAN Infrastructure network

e Basically: A change in medium
* Media access technology becomes important
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Hidden terminal problem

* Infamous in wireless networks
* Prevents collision detection

Range of B Range of C

a. Stations B and C are not in each
other’s range.
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CSMA with Collision Avoidance (CSMA/CA)

Station has
a frame to send

K

0

* |Invented for wireless

YY

Y .1 Channel free?%

[false]

[true] Carrier sense

Size:

y
Found binary exponential
idle Y exp
Continuously sense

Y

RIS | e |

and use the Rth slot

. R between 0 and 2X — 1
window
Busy Contention window  send frame  Time-out

[false]

Wait Ty

seconds

A

CTS received D
before time-out?

— Interframe space

Wait IFS

— Contention window
- RTS/ CTS/ ACK ftrue] Set a timer

5\ [false] ACK received
- K=K+1 )« A2 9 before time-out?
[false] [true]
2015-12-11

Transmission

EITF15 - Internet Technol
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Interframe space

* Do not send immediately when medium idle

* Wait a period of time (interframe space, IFS)
— A distant station may have already started

transmitting

e |f after IFS time, channel still idle, send

Continuously sense

P VY

Size:

Found : :
binary exponential

idle

IFS

Y

_|

>

2015-12-11

Busy

Contention window

EITF15 - Internet Technology and Applications

Send frame  Time-out Time
84



Contention window

 Amount of time divided into slots
* Pick a random number of slots as waiting time

* During waiting time, if channel becomes busy,
defer transmission and restart timer when

channel idle again

Size:

Found : :
binary exponential

idle

Continuously sense

P VY

—] >

Busy Contention Window  sand frame  Time-out Time
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RTS/CTS/ACK

* Solution to hidden terminal problem

Source Destination Allother stations

I Data NAV
:i SIES
Time-out { | § 5 |
Y \/ Y \
Time Time Time Time
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SMTP

FTP

EITF25 — Inter

licatic

TFTP DNS SNMPBL
t: Technology and A

SCTP

Int rnetTCISroto clls -

IGMP

ICMP

Network Layer

2015, Lecture 04 Underlying LAN or WAN

Kaan Bur

2015-12-11
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Host-to-host delivery

* Multiple applications even on the same host

Processes Processes

Node to node: Data link layer
ces Host to host: Network layer coe
Process to process: Transport layer

| |
| , |
| |
/ | Nodeto | Nodeto : | Nodeto | Nodeto | \
Il " node | node | Node to node | node | node ! \
| ah ah ah an >| \
! I Host to host R \
I < > \
I Process to process \

<
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Network layer

A S1 53 D

o L3 Network | | | | Network
Data link | L] [T | Data link

— end-to-end sl [T1| [T1 | Physical

Host-to-host path

A S1 S3 D
¢ L2 Data link l__l LA_I L_l m l:l m Data link
Physical | | | | | l__l Physical
— h O p- by- h O p Hop-to-hop Hop-to-hop Hop-to-hop

delivery delivery delivery
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Network layer: Routing

A S1 S3

L3 isend-to-end EEH =

g

7
L
—i—
| | -
—i—

| -
—i—
| -
—i—
| -

Router

BEial -

|
table :
|
|
|
|
|

Y

IP IP packet
packet OE= [EOEEM| 4nd routing !
informationJ
Network layer
From data Todata Host-to-host path
link layer link layer

c. Network layer at a router Data from

another protocol
Source Destination

Two functions: S iy 4
0 Addressing

Processing

Y IP packet
CI=T M| and routing

information

Data to
another protocol

> Processing

packet

___________________ |
g F e e d b a C k To data enerklayer From data

link layer link layer

Network layer

a. Network layer at source b. Network layer at destination
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Routing

* Choosing the optimal path
— Using a cost metric

Device

Intermediate Intermediate

e Sharing information
— Central
e <

. ° Peer-to-peer protocol (7th layer)
— I St r I u te 7 Application @ fJ€-—-—--"-""-"-"-""—"—"—"—"—"—"————————— Application 7
7-6 interface 7-6 interface
Peer-to-peer protocol (6th layer)
6 Presentation  f€<-----------"-"-"—-"—-—-———————— Presentation 6
[ ] . .
6-5 interface 6-5 interf:
[ ) Peer-to-peer protocol (5th layer) ieriace
5 Session I<— ———————————————————————— —>| Session I 5
>4 interface Peer-to-peer protocol (4th layer) >-4 interface
Transport ———————————————————————— Transport 4
— Rules and procedures T
Network Network Network Network 3
3-2 interface 3-2 interface
— U p d ate S 2 Data link Data link S Data link Data link 2
2-1 interface 2-1 interface

1| Physical I<-1—St->| Physical I<-1—St->{ Physical |<-1—St->{ Physical |1
I IPhysical communicatior: I
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Packet-switched routing

* Choosing the optimal path
— Using a cost metric

Network A connectionless (datagram)
packet-switched network

—_— RA
3H2H 1 2
N

3 /3‘ = %A [2]1
&2 3 E} ? H3HEH2 ~.ﬁ

Out of order Recelver

4
=
[S—
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Router

* Internetworking device
— Passes data packets between networks

— Checks Network Layer addresses

— Uses Routing/forwarding tables

Two functions:

@ Routing

@ Forwarding

2015-12-11

Destination
address

Forwarding table

Destination | Output
address interface
A 1
> B )
H 3

SA

DA

Data

—>;| SA

Send the packet
out of interface 2

DA| Data | ===

1 2
3‘ |4
EITF15 - Internet Technology and Application
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Routing algorithm

* Find route with least cost between source and
destination.

* Update routing tables

a. An internet b. The weighted graph

Router = LAN —— Edge
Legend
2015-12-11 ®I5N91de¢netTech'n5ro7gy75n'd mmﬂion;: 3: Costs

95




Network layer protocols

* We need a universal address system. This is
called the network address.

* We need rules for data forwarding. This is
called routing.

* We need entities connecting several networks
together and forwarding data between them.

These are called routers.
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Internet Protocol

IPv4 IPv6

 Addressing scheme Larger address space

— Hierarchy * Better header format
— Configuration — Extendible
— Lookup — More secure
* Datagram format e Support for QoS
IGMP | | ICMP ICMPv6
IPv6
Network layer in version 4 Network layer in version 6
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IPv4 addresses

* 32 bits =4 bytes
. 232=(28)" = 2564 = 4 294 967 296

* Classful vs. classless hierarchy

. 10000000 00001011 00000011 00011111
* Notations — .
— Dotted decimal 128.11.3.31
— Slash (CIDR) byte |e| byte |e| byte |e| byte n
Prefix
length
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Classful addressing

e Five address classes defined: A, B, C, (D and E)

Address space: 4,294,967,296 addresses

A

Y

50% 25% 12.5%  6.25%6.25%
8 bits U 8 bits | 8 bits | 8 bits |
T T T | Class Prefixes First byte
Ciass A [0 PR ST T [ A [0 [0l
Class B [10__ Prefix B |n=16bits 128 t0 191
Class C [IIC Prefix | Suffix C |n=24bits 192 10 223
Class D [1110 Multicast addresses D | Not applicable | 224 to 239
Class E 1111 Reserved for future use E | Notapplicable | 240 to 255
2015-12-11 EITF15 - Internet Technology and Applications
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Classful addressing

* Organizations can only get addresses in one of
the predefined blocks.

Class Number of Blocks Block Size Application
A 128 16,777,216 Unicast
B 16,384 65,536 Unicast
C 2,097,152 256 Unicast
2015-12-11 EITF15 - Internet Technology and Applications
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Classless addressing

Block
e Addressesin blocks First —>| 205.16.37.32
— Block size power of 2 205.16.37.33

. N — 232-n
— First address divisibleby N

Last —>»{ 205.16.37.47

32 bits
( . . >
n bits (32 —n) bits
< >« >
Prefix Suffix
NETID | HOSTID
Defines network Defines connection
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Exercise: Classless addressing

* CIDR = slash notation with mask /n
e 205.16.37.39/28

n bits (32 —n) bits
< »|< » Number of addresses:
Prefix Suffix N =232-n
Block
Prefix 000 0 |First—>{ 205.16.37.32
First address o 205.16.37.33
o .
. [ ]
Prefix 111 ...1 Last —>» 205.16.37.47
Last address
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Problems with IPv4

e Address space too small
* Not designed for real-time applications
* No support for encryption and authentication

IPvb

2015-12-11 EITF15 - Internet Technology and Applications
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IPv6 addresses

e 128 bits = 16 bytes

e 2128 = 932,996 5 3.1035

* Notations

128 bits = 16 bytes = 32 hex digits

€

1111110111101100

TTTITT1I11111111 11

FDEC |a| 0074 |[a| 0000

0000 |a| 0000

BOFF

0000 |a| FFFF

2015-12-11

¢

Abbreviated | FDEC 27420 a2 0 2 0 2 BOFF 2 0 2 FFFO

V

More abbreviated

FDEC

» 74 = = BOFF 1 0 = FFFO

T—Gap

EITF15 - Internet Technology and Applications
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Global unicast addresses

* |dentify individual computers

Subnet prefix

A

Y

Subscriber prefix

A

Y

Provider prefix

A

L
>

Provider Subscriber Subnet Node
identifier identifier identifier identifier

ORGANISATION
ISP

TYPE
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IPv6 and QoS

Flow label Traffic class
e |dentification of a stream * (lassification of packets
— TCP sessions — Queueing schemes

— Virtual connectioR — Relation to delay

TCP vs. UDP

— Flow label table LAYER? — Congestion-controlled

* Processing

CROSS-

— Forwarding table — Non-congestion-controlled

* Routing * Other protocols
— Algorithms still necessary — RTP
— But not run for every packet! — RSVP
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Forwarding: Address aggregation

Organization 1 140.24.7.0/26

Organization 2

140.24.7.64/26
140.24.7.128/26

Organization 3

Organization 4 C 140.24.7.192/26

R2

Somewhere

in the Internet

Routing table for R1

Mask | SO | Mereer | Interface | | Mask | SRR | TEEP | interface
/26 1402470 | - mO /24 1402470 | -—— mO
/26 14024764 | - m1 /0 0.0.0.0 Default m1
/26 [14024.7.128 | - m2 Routing table for R2

/26 140247192 | - m3

/0 0.0.0.0 Default m4




Forwarding: Longest mask matching

Organization 1

140.24.7.0/26

Routing table for R2

Mask | Lress | address | Iterface
/26 140.24.7.192 | - m1
/24 1402470 | - mO
/77 mnn mnnn m1
/0 0.0.0.0 Default m2

140.24.7.64/26

Organization 2

Organization 3(_ 140.24.7.128/26

m?2
Mask Network Next-hop Interface
as address address To other networks R3
/26 140.24.70 | -—— mO
/26 140.24.7.64 | --—--—---—- m1
/26 140.24.7.128 | --——- m2 140.24.7.192/26
/0 0.0.0.0 Default m3 Organization 4

Routing table for R1

Network Next-hop
Mask address address Interface
/26 140.24.7.192 ( ——— mO
/7? nnnmMm NN m1
/0 0.0.0.0 Default m2

Routing table for R3



Address Resolution Protocol (ARP)

* Mapping of IP addresses to MAC addresses
* |Internet
— Network of networks connected by routers

* Routers/hosts need information
— Logical (IP) = physical (MAC)

ICMP || IGMP IP
Network 2t
layer IP 1

ARP

Link-layer
address
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ARP request and reply

Looking for physical address of a
node with IP address 141.23.56.23

ﬁ—» Request \

-7

System A +

System B

a. ARP request is broadcast

)

The node physical address
is A4:6E:F4:59:83:AB

—

System A

n

System B

b. ARP reply is unicast




ARP example

System A

System B

L2 (Not known by A); \ 8

0x0001 0x0800
0x06 | 0x04 0x0001
ARP request L1
M: Broadcast address
N1
All\}z()s 0x0001 0x0800
Multicast frame 0x06 | 0x04 0x0002
A From A to All 12
/ Data
M > ARP reply N2
Destination  Source. L1
N2

Unicast frame '
FromBto A
~€ q A B ﬂ

Destination  Source
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Four use cases for ARP

Target IP address:
Destination address in the IP datagram

Receiver

Case 1. A host has a packet to send to
another host on the same network.

Target IP address:
IP address of the appropriate router
found in the routing table

Sender

Receiver

Case 3. A router receives a packet to be sent
to a host on another network. It must first
be delivered to the appropriate router.

Target IP address:
IP address of a router

Router

Receiver

Case 2. A host wants to send a packet to
another host on another network.
It must first be delivered to a router.

Target IP address:
Destination address in the IP datagram

Sender

S

Receiver

Case 4. A router receives a packet to be sent
to a host on the same network.



EITF25 — Internet: Technology and Applications

Internet Protocols
-9
Transport Layer

2015, Lecture 06
Kaan Bur
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TCP/IP model and data units CORRECTION

Application layer

Transport layer

Network layer

Data link layer

Physical layer

B
r
B
B

IP and
other protocols

PACKET

Underlying
physical
networks

FRAME




Network vs. Transport Layer

Network A connectionless (datagram)
[ ) L3 packet-switched network
Sender Network
.
4

Out of order Receiver

Connect

Disconnect

2015-12-11 115
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Transport Layer

Communication between applications
Process-to-process delivery

Client/server concept

— Local host
— Remote host

Transport Protocol

— Even more end-to-end



Transport Layer

Intermediate

node

=1

Intermediate
node

=

Device

Application

7-6 interface

Presentation

6-5 interface

Session

5-4 interface

Transport

4-3 interface

Network

3-2 interface

Data link

2-1 interface

I*an
1st
Physical I<- — >

Peer-to-peer protocol (7th layer)

3rd
— >

Network

—_ =

Data link

________________________ _>
Peer-to-peer protocol (4th layer)
________________________ _>
3rd 3rd
— > Network - >
2nd 2nd
I<- - Data link - >
1st
- >

1st
Physical I<- — >

Physical I<-

Application

7-6 interface

Presentation

6-5 interface

Session

5-4 interface

Transport

4-3 interface

Network

3-2 interface

Data link

2-1 interface

Physical communication

Physical I 1



Transport protocol

* Encapsulates application data and ensures
that it is sent to the correct receiving

application to be decapsulated and used

Client Server
Application | Process D Process D Application
layer Message Message layer
| |
Transport | | Payload ) Payload Transport
layer | Packet : Packet layer
Sl Logical channel Bl

a. Encapsulation b. Decapsulation
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Socket addresses

 Combination of IP address & port number
— Unique for each process on the host

IP address| 200.23.56.8 | 69 IPort number

Socket address‘ 200.23.56.8 69 I
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Port number ranges

0

Registered

1023

49,152

65,535
|

Well known

1024

49,151

TGP UDP

Dynamic

Port Protocol Description Port Protocol Description
7 | Echo Echoes a received datagram back to the sender 7 Echo Echoes a received datagram back to the sender
9 | Discard Discards any datagram that is received 9 Discard Discards any datagram that is received
11 | Users Active users 11 Users Active users
13 | Daytime Returns the date and the time 13 Daytime Returns the date and the time
17 | Quote Returns a quote of the day 17 Quote Returns a quote of the day
19 | Chargen Returns a string of characters 19 Chargen Returns a string of characters
20 | FTP, Data File Transfer Protocol (data connection) 53 Nameserver Domain Name Service
21 | FTP, Control | File Transfer Protocol (control connection) 67 BOOTPs Server port to download bootstrap information
23 | TELNET Terminal Network 68 BOOTPc Client port to download bootstrap information
25 | SMTP Simple Mail Transfer Protocol 69 TFTP Trivial File Transfer Protocol
53 | DNS Domain Name Server 111 RPC Remote Procedure Call
67 | BOOTP Bootstrap Protocol 123 NTP Network Time Protocol
79 | Finger Finger 161 SNMP Simple Network Management Protocol
80 | HTTP Hypertext Transfer Protocol 162 SNMP Simple Network Management Protocol (trap)
111 | RPC Remote Procedure Call




Addressing the processes

 Port numbers
— Organised by IANA

Daytime Daytime
client server
- A A j - A - A A
|| 52,000 13 H
A A
Transport layer Transport layer
Data | 13 |52,000 mmd>
€= 13 [52000| Data
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IP addresses and port numbers

S Y

193.14.26.7 |

IP header

Transport layer
header

193.14.26.7

13

IP address
selects the host




Logical and port addresses

A Pllal] |———— Data link layer ———— A Pllal] |




Addressing in TCP/IP

Application layer

Transport layer

Network layer

Data link layer

Physical layer

Underlying
physical
networks

B
z
B
IP and
other protocols

_>

Port
addresses

Logical
addresses

Physical
addresses

e



Transmission Control Protocol (TCP)

e Connection-oriented
— Sessions
— Byte stream service

* Sequence numbers v

* Reliable -
— Flow control

— Error control e

* Retransmissions Phllk.

layer

— Congestion control

SMTP FTP TFTP DNS SNMP .

IP

Underlying LAN or WAN
technology
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Connection-oriented service

¥

Client Client transport Server transport Server

process layer layer process
i Connection- : : :
! openrequest ! ! !
CTTTTTTT T >, : |
E i Connection i E
! | establishment ! !
E Message 0 - : 5
:---------g ------ »[Packet 0 ] Message 0+
' Message 1 o R
.............. =
\ \ )  Lckey : \ =
! essage ! I S
poTTTe H L g [Packet 2 7| Message 2 hold ! :s
' Connection- ! \iMessages land2 ' |
' close request | oI gl a
| ) I 1
E Connection E E
! teardown I :
\i \ \ \
Time Time Time Time
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Connection establishment

Server
S
O]
A: ACK flag —
S: SYN flag ==

Active
open Passive

open




Data transfer

Client

Data

| AP

_ 5€Q:8001
bytes: 8001-900¢

Data .

bytes: 9001-10009

I

A: ACK flag
P: PSH flag

.

Data
bytes: 1 5001-17000

'wnd:10000




Connection termination

Server

Client ==

L]

= A: ACK flag —

SRR F: FIN ﬂag e
Active “
close ‘_

. WA

FIN
‘I_ Passive
‘nm_ close




Error control

* Reliable transport layer service: TCP
* Unreliable network layer service: [P

Error is checked in these paths by the data link layer
Error is not checked in these paths by the data link layer

Transport Transport

Network Network

Data link
Physical

Data link
Physical
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Error controlin TCP

e Checksum

* Acknowledgement
— ACK recieved data

e Retransmission

— After time-out
— After 3 duplicate ACK

2015-12-11 EITF15 - Internet Technology and Applications 131



Normal operation

500 ms

< 500 ms|:

Server
L
Ol
—
Seq: 1201-1400
Ack: 4001 =
Seq: 4001-5000
—= Ack: 1401
Ack: 5001 HEmp—
Seq: 5001-6000
—= Ack: 1401
Seq: 6001-7000
— Ack: 1401
Ack: 7001
Y Y
Time

Time



Lost segment

Sender

Receiver
Seq: 501-600 buffer
Ack: x # ——— _.
Seq: 601-700
Accx = Aack:701 =1 --- - Il
RTO .
L €q: 701-800
‘ Ack: x '»‘—gk Lost Gap
- Seq: 801-900
i Ack: x —— Ack: 701
£
- Resent Out of order
=
Ack: 901 -:
| ACR- 7
Y Y

Time Time



Fast retransmission

Sender

Receiver

Receiver
Seq: 101-200 ; buffer
Ack: x |
Seq: 201-300
Ack: x = Ack: 301 |
Seq: 301-400
Ack: x _»_%LO“
Seq: 401-500
Ackx [ acsot— I B |
Seq: 501-600
Ack: x ack:30 — [ I ]
Seq:601-700
Ack: x —— -:-:I
Ack: 301
ack701 = DN |
Resent All in order
Y Y
Time

Time



Summary and comparison: QoS

Multimedia Performance V5

Requirements Characteristics of TCP
* Sensitiveto: * Sensitiveto:
— Delay — Lost or corrupted
— litter packets
e Not so sensitive to: * Not so sensitiveto:
— Packet loss — Delay
— Corrupted packets * No multicasting!

So, what about UDP?

2015-12-11 EITF15 - Internet Technology and Applications
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User Datagram Protocol (UDP)

e Connectionless
— Independent datagrams
— No sessions

* Unreliable ) [ s e
— No error control gt | e
— No flow control :
* Process-to-process
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Connectionless service

rl

Client  Client transport Server transport  Server
process layer layer process

i Message 0 E E E

- - g—---» '| Packet 0 + Message 0 )i

: Message 1 ! : :

S Pa—_ s s

| Message2 |~ E !

o ” i|[Packet 2 | Message2

; g  Message 1,

: E Message 2 is E E

: delivered out

. ' of order.

Y Y Y Y
Time Time Time Time
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Network Tools
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Mapping host name to IP address

* Application protocols use host names
* TCP/IP protocol suite uses IP addresses

* Mapping from host name to IP addresses

* Domain Name System (DNS) J

— Domain name space

— Domain name resolution

* www.lth.se = 130.235.209.220
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Domain Name System (DNS)

* Internet’s telephone book: Address <> name
— One of the mostimportant systems on the Internet

User
Host
name
Y Host

Application Fll(’% O)— DNS DN
layer transier lient
e 4?@- clien <_|MI_0 server

address

TIP address
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Domain names and labels

Root

m Domain name

. fhda.edu. I Domain name

I| atc.fhda.edu. I Domain name
| challenger.atc.fhda.edu. IDomain name




Country domains

Root level

©
it
eit.lth.se

e




Hierarchy of domain name servers

* 13 logical root name servers
— implemented by 376 physical servers

Root server

arpa server edu server com server us server

fhda.edu bk.edu mcgraw.com irwin.com
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Domain nhame resolution

e Action of address mapping
— Client = resolver
— Server = DNS

* One server cannot have all the answers!

— How to ask others?
— What to do with the answer?

* Caching

— Remember what you'velearned!
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Recursive resolution




Iterative resolution

Root server




Domain name to IP address (1)

magi.magicnect.se

/ . magi.magicnet.sec ?

y
ns.trollnet.se




Domain name to IP address (2)

magi.magicnect.se

2. magicnet.se ?

<

3. Ask ns.magicnet.se
/ L
ns.trollnct.se H.0s 00




Domain name to IP address (3)

N “@

s troll.trollnet.se
‘»"é

T
Vi<

magi.magicnect.se

l - N
6. 1P = | y/z.sq]m

4. magi.magicnet.se ?

>

<

5. 1P = 194,.52.54.47

y
ns.trollnet.sc

v
ns.magicnect.se



Domain name to IP address (4)

magi.magicnect.se

1. 1P = 194.52.54.47



Obtaining an IP address

* Dynamic Host Configuration Protocol
— Application layer

 DHCP
— |P address

* Allocation from pool or static
— Network mask
— Default gateway
— DNS server(s)
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DHCP operation server

\ 2 IP Address: 181.14.16.170
< 'DHCPDISCOVER
IP Address: ? Transaction ID: 1001 '
" i | Lease time:
Client address:
| Your address: I DHCPOFFER
Server address: _ Transaction ID: 1001
Source port: 68  Destination port: 67 Lease time: 3600
Source address: 0.0.0.0 ghent ggdfeSS3181 14.16.182
Destination address: 255.255.255.255. our address. Sl 5
e 1 Server address: 181.14.16.170 [

Source port: 67  Destination port: 68

— Source address: 181.141.16.170

Destination address: 255.255.255.255.

. DHCPREQUEST

Iransaction ID: 1001 —
Lease time: 3600 :

Client address: 181.14.16.182

4 Your address: i DHCPACK

i | Server address: 181.14.16.170 Transaction ID- 1001
Source port: 68  Destination port: 67 Lease time: 3600
Source address: 181.141.16.182 Client addres.s:
Destination address: 255.255.255.255. Your address: 181.14.16.182

Server address: 181.14.16.170 |
Source port: 67

— Source address: 181.141.16.170
v

Destination address: 255.255.255.255.




DHCP states

lJoin .

«Z
_/ DHCPDISCOVER v y
0 &)
| o
<
( SELECTING ) |5 Z
3 S
Select Offer / DHCPREQUESTl IS 2
a -
( REQUESTING )
Lease time 50% expired / DHCPACKl Lease cancelled/

DHCPREQUEST C BO  DHCPRELEASE

l N J

Lease time expired or
DHCPNACK

(RENEWING ) DHCPACKT TDHCPACK

( REBINDING )

i)

Lease time : 75% expired /
DHCPREQUEST
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Application layer paradigms

* Client-server paradigm

— WWW, Online games, Web TV, Facebook
* Peer-to-peer paradigm

— BitTorrent, Voddler, Skype

* Some applications use both paradigms
— Spotify
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Client/server paradigm

* Most early applications were based on it
— http
— ftp

8. T

o

Q

i 1
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World Wide Web (WWW)

 Web documents (pages)
— HyperTextMarkup Language (HTML) for static pages
— Script languages (PHP, ASP, JSP, CGl etc.) for dynamic
* Universal Resource Locator (URL)

— Standard way to identify location of web documents
— protocol://host:port/path

* HyperText Transfer Protocol (HTTP)

— Protocolto retrieve documents from a web server
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Hypertext Transfer Protocol (HTTP)

* Text-based protocol

* Two basic types of messages
— Requests and Responses

e Sets up and uses a TCP connection

Browser HTML

Controller JavaScript

Java

Interpreters
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Document retrieval

[l

A B

Request 1 —

< Response 1

67

Request 2 —>

L <«—— Response 2

6_

B b

Site [

il

A: Original document
B: Image
C: Referenced file

Request 3

Response 3—@)




Cookies

* Original WWW was stateless
— Each request/response treated separately
— No history of previous messages

* Cookies
— store information about client

— introduce concept of a user session

* Implementation (creation and storage) of
cookies can be different, but same concept



Client Server

@ r
\,/ Request “

GET BestToys.com HTTP/1.1

LN ] >

A customer file is
created with ID: 12343

— 8

A A

Cookies

T

Response
HTTP/1.1 200 OK
Set-Cookie: 12343

Page representing the toys
Request

GET image HTTP/1.1
Cookie: 12343 >

A vendor file is createc
with cookie: 12343

= —

Update

N

A

Cookie

P

Response
HTTP/1.1 200 OK

4
Page representing the price

Request
GET image HTTP/1.1
Cookie: 12343

o e

Information about the payment

Response
HTTP/1.1 200 OK

6
Order confirmation

Update

A

Cookie

Update

A
*--_------------_------------------------

W e e e e e e e e e e e e e e e e e e e e e e e e e e e e



File Transfer Protocol (FTP) -1971

Control connection Data connection

 Open for entire session * New one for each file

« Commands & responses
— ASCII

Client

User
interface

Control

Local process
file system

Control
connection 2

Remote
file system

Data transfer Data transfer -
process process

EITF15 -




FTP

e TCP session

Legend

( ™
|:| Control process (port 21)

Data tranfer
process (port 20)

5w s

220 (Service ready)

USER forouzan

331 (User name OK. Password?)

PASS xxxxxx

230 (User login OK)

PORT 1267

150 (Data connection opens shortly)

TYPE EBCDIC

200 (OK)

STRU R

200 (OK)

RETR/usr/user/forouzan/reports/filel

250 (OK)

Records of file ..........

Records of file ..........

226 (Closing data connection)

QUIT

[echnology and Applications 221 (Service closing)

Server .1




Electronic mail (e-mail) - 1971

Server

Boxes

Spool
S I —
© [

UA: user agent
MTA: message transfer agent
MAA: message access agent

Mail server Mail server

client




E-mail: protocols used

+ SMTP

Mail From: forouzan@some.com
RCPT To: mosharraf@aNetwork.com

Envelope

<

From: Behrouz Forouzan
To: Firouz Mosharraf
Date: 1/10/2011

Subject: Network

— Simple mail transfer protocol |
. POP
— Post office protocol A
* IMAP

Dear Mr. Mosharraf

We want to inform you that
our network is working pro-
perly after the last repair.

Yours truly,
Behrouz Forouzan

3

Message

= Internet mail access protocol —
1CC:

. . LAN/WAN | .

. Client | Server Client
L OMTA [ 1 MTA o © MAA
- ;I EIT ions |<
SMTP protocol SMTP protocol POP or IMAP protocol

e-mail sender ) .
. .ﬁ Mail server Mail server .ﬁ
P g :

Bob:

i LAN/WAN

e-mail receiver

......



E-mail: server architecture

Sender & receiver in one A holistic view

* Not a very good
representation!

MTA MAA local I-l

server server client

smTP poOP svutp ) pop
. 7 (infout)

Qo

=D K

sure | *sore ; | —
MTA MTA g

client server r Local client
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Performance challenges

* Client/server archictures
— Standardized protocols like HTTP

— Heavy traffic load on network infrastructure
— Unicast transmission

— Delays due to overloaded access networks
— Single point of failure
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Peer-to-peer (P2P) paradigm

Centralised Decentralised

* Directory server * Overlay network
— Logical on top of physical

* A) unstructured
— Nodes linked randomly

— Queries flood network

e B) structured
— Nodes linked with rules (DHT)
— More efficient query resolving

* |nitial list of nodes provided

<= ——— Directory information
2015-12-11 ) ) ology and Applications 168
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P2P example: BitTorrent

* Group of peers work together to give all peers

a copy of shared file.
— Torrent (metadata aboutfile and tracker)

_ Tracker (server with info on swarm)
— Swarm (file-sharing group with seeds andleechers)
— Seed (down-and uploader within swarm)

_ Leecher (downloader within swarm)

* No downloading whole file from one peer
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Tracker

* Provides list of peers for given torrent

rde
ol

~©

.
Tracker .

*

12345

New peer
12345
1)
BitTorrent Server
Legend
12345

I:IZE]:EI : content file with five chunks

2015-12-11

Swarm

12345

Note: Peers 2 and 4 are seeds; others are leeches.
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Evolution of Internet usage

* Traffic volumes generated by users
2007

others traffic 2% Ynknown traffic 8%

Web Browsing 2%
Streaming Media 2%

unknown traffic 4%
others traffic 6%
Web Browsing 6%

Streaming Media 13%

File Sharing 86%

File Sharing 71%

J. Li, A. Aurelius, V. Nordell, M. Du, A. Arvidsson, M. Kihl:
A five yeat perspective of traffic pattern evoluyt Rnoﬂ(%yaag %(Ellg%sbroadband access network
Future Network & Mobile Summit 2012



300

250

200

150

100

50

This concluders our lecturers.

Thank yovu for your attendance.

V4 A —t
| | | | | |
5 4 3 2 1 0)
(5 = full familiarity; 0 = no familiarity at all)
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Subject
Familiarity
Survey

Routing algorithms, protocols
Address resolution
Frames, packets, IP addresses
™ Error detection, flow control
M Bridges, switches, routers
M Internet protocols
W Medium access control
B Modulation, coding
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